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Surface Wave Propagation in 3-D Anelastic Media
Youyi Ruan

(ABSTRACT)

Lateral perturbations in anelasticity (Q) and wave speed together provide important constraints

on thermal and chemical structures in the mantle. In present-day tomography studies of global wave

speed and anelasticity, the significance of 3-D wave speed and 3-D Q structures on surface wave

travel times and amplitudes has not been well understood. Inthis dissertation, the effects of lateral

perturbations in anelasticity (Q) and wave speed on surface wave observables are quantified based

upon wave propagation simulations in 3-D earth models usinga Spectral Element Method.

Comparison between phase delays caused by 3-D wave speed structures and those caused by 3-D

Q variations show that anelastic dispersion due to lateral perturbation inQ is important in long-period

surface wave and can account for 15-20% observed phase delays. For amplitude perturbations, elastic

focusing/defocusing effects associated with 3-D wave speed structures are dominant while energy

dissipation is important in short-period (∼ 50 s) surface waves but decreases quickly with increasing

wave period. Anelastic focusing/defocusing associated with 3-D anelastic dispersion becomes more

important than wave attenuation in longer period surface waves.

In tomography studies, ray theory breaks down and finite frequency effects become important

when the length scale of heterogenities are smaller than seismic wavelength. Finite frequency ef-

fects in 3-D earth models are investigated by comparing theoretical predictions of travel times and

amplitudes with “ground truth” measurements made on synthetic seismograms generated in SEM

simulations. The comparisons show that finite frequency effects are stronger in amplitudes than in

phases, especially at long periods.
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Chapter 1

Introduction

1.1 Anelasticity of the Earth

It’s well known that earth materials are not purely elastic,when an earthquake occurs, seismic waves

propagating in the earth’s mantle will quickly attenuate due to the internal friction of the earth. Energy

dissipation of seismic waves is often measured by the quality factorQ. The inverse ofQ is defined as

Q−1 =
∆E

2πE
, (1.1)

where∆E is the energy loss per unit cycle andE is the total strain energy stored in unit volume

associated with seismic waves. In addition to amplitude attenuation, anelasticity also causes velocity

dispersion of seismic waves — the speed of seismic wave depends on the frequency of the wave.

Modern measurements of anelasticity using seismological observations date back to 1950s. The

early efforts were primarily based upon amplitude measurements of earth’s free oscillations (e.g.,

Anderson & Archambeau, 1964; Deschamps, 1977; Anderson & Hart, 1978; Sailor & Dziewonski,

1978) and attenuation of long-period surface wave amplitudes (e.g., Sato, 1958; Canas & Mitchell,
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1978, 1981; Dziewonski & Steim, 1982). With the developmentof seismic observation techniques

and accumulation of modern seismic data, several early works on radialQ model of the earth were

published: SL8 (Anderson & Hart, 1978), PREM (Dziewonski & Anderson, 1981), QM1(Widmeret

al., 1991), and QL6 (Durek & Ekström, 1996). These pioneering studies identified several important

features of radialQ structures: (1) shear quality factor (Qµ) are orders of magnitude stronger than

bulk quality factor (Qκ) in the mantle; (2) beneath a high-Q lithosphere, a low-Q zone exists in the

upper most mantle between 80 and 200 km.Q values in lower mantle were less well resolved than in

the upper mantle.

In addition to the depth dependence ofQ, frequency dependence ofQ has also been observed base

upon observations of free oscillations across a wide range of frequencies including Chandler wobble

(e.g., Smith & Dahlen, 1981), decay of normal mode peaks and amplitude attenuation of surface

waves and body waves. The frequency dependence coefficientα is constrained to the range of 0.1 –

0.4, indicatingQ only weakly depends on frequency in the frequency band of seismic observations

(e.g., Karato & Spetzler, 1990). An absorption band in the seismic frequency range can be modeled

using standard linear solids, which represent solid-statemechanisms of relaxation with a spectrum

of relaxation times (Liuet al., 1976; Anderson & Minster, 1979; Anderson & Given, 1982). The

associated microscopic mechanism of anelastic behavior inmantle rocks and minerals have been

investigated in laboratory under high temperature and pressure. Experiments of mantle minerals

showed dislocation motion and grain boundary process, which have a wide range of characteristic

relaxation times, are dominant mechanisms for frequency-dependent anelasticity.

In the past decades, progresses in experiment techniques have allowed mineralogists to investi-

gate the elastic and anelastic properties of materials at mantle temperature and pressure. Laboratory

studies showed that seismic wave speed and anelasticity have very different sensitivities to variations

in temperature, composition, and water content. Therefore, wave speed andQ model together can

provide good constraints on distinguishing between chemical and thermal origins of heterogneities in
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deep earth. However, seismic tomography of 3-DQ structure remains a challenging task due to dif-

ficulties in separating elastic focusing effects on seismicamplitudes from intrinsic attenuation. With

recent development in advanced numerical method for 3-D wave propagation and high-performance

parallel computing, now it is possible to investigate the effects of 3-DQ on surface wave propagation

through numerical experiments. In following sections, we will briefly review laboratory studies in

anelasticity of mantle materials, current 3-D global tomography ofQ models, as well as numerical

method used in this study to simulated wave propagation.

1.2 Laboratory studies of anelasticity

In mineral physics, anelasticity is due to irreversible processes including point defects, diffusion,

dislocations and grain boundary sliding in response to stresses associated with seismic waves. These

microscopic processes are dependents on temperature, pressure, grain size and composition of earth

materials. Understanding the dependence of anelasticity on these controlling factors therefore can

shed a light upon physical/chemical heterogeneities in deep earth interior.

Laboratory studies on high-temperature plasticity of olivine and olivine-rich rocks have been car-

ried out since the late 1960s. Experiments on olivine poly-crystals showed that their response to an

applied stress is characterized by three distinct regimes:instantaneously elastic response, recoverably

anelastic response and permanent viscous deformation. Thetime dependent strain is accompanied

with relaxation of modulus. The characteristic relaxationtime, τ , depends upon temperature and

grain size, and can be expressed as

τ(T, P, d) = A dm e
E∗+P V ∗

RT , (1.2)

where A is a constant,E∗ is the activation energy,V ∗ is activation volume,P is pressure,R is gas
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constant,T is absolute temperature,d is the grain size andm is the exponent. The dimensionless

quality factor associated with energy dissipation is a function of frequency and relaxation time, and

can be written as

Q(ω, T, P, d) = A dm ωα e
α(E∗+P V ∗)

RT . (1.3)

Early experimental studies of anelasticity of mantle rockswere normally done at high tempera-

tures and ambient pressure due to limited laboratory techniques. Berckhemeret al. (1982) investigated

temperature dependence ofQ in polycrystalline rocks composed by forsterite and dunite, and esti-

mated the activation energy in their experiment to beE∗ = 700 kJ mol−1. The pressure dependence

was ignored due to difficulty in obtain high temperature and high pressure simultaneously in labora-

tory. One interesting result of their study is that when temperature crosses the solidus, the anelasticity

does not show a drastic change although modulus does, which implies that partially molten rock in

earth may result in very different behavior in seismic velocity and anelasticity. Gueguenet al. (1989)

also made pioneering experiments on anelasticity at seismic frequency and high temperature, ambient

pressure. They measured shear modulus andQ of a single-crystal forsterite from room temperature

to 1400◦C. The activation energyE∗ estimated in their experiment is approximately440 kJ mol−1,

and pressure dependence was not considered . In addition, the frequency dependence coefficient ofQ

was estimated to beα = 0.2.

Jacksonet al. (1992) developed an apparatus which for the first time simultaneous high temper-

ature (1000◦C) and high pressure (0.3 GPa) experiment was made possible inlaboratory, therefore

allowed experimental study of minerals at upper mantle condition. Exponential temperature depen-

dence ofQ, which is comparable to the result in Gueguenet al. (1989), was observed in their dunite

samples. Frequency dependent coefficientα is measured to be 0.17. Jacksonet al. (2002) have again

measured the shear modulus andQ−1 at periods from 1 to 100 seconds for polycrystalline olivine. In

their experiments, the behavior of specimens is essentially elastic when the temperature is less than
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900◦C. At higher temperature, the anelasticity increases, showing an absorption band behavior with

frequency exponentα of 0.23 ∼ 0.28. Activation energyE∗ is estimated to be in a range from 397 to

495 kJ mol−1, depending on the temperature of measurements.

In addition to temperature, experimental studies show thatgrain size, composition and wave con-

tent may also play important roles in anelasticity. MeasuringQ−1
µ as a function of grain size was first

done by Jacksonet al. (2002). In their experiments, average grain size varies from 2.9µm to 23.4

µm, the finer the grain size, the greater isQ−1
µ at a given temperature and period. They estimate the

exponent of grain size dependencem is about 0.28. Compared with shear wave speed, anelasticity

is less sensitive to composition. In the experiments of Faul& Jackson (2005), grain boundary in

sample minerals may contain different trace elements such as Ca , AlandTi in San Carlos olivine

or trace element free in Sol-Gel olivine, but no resolvable difference of anelasticity is found. This

makes anelasticity a good measure of lateral temperature variations in the absence of melt. The ef-

fects of water on the anelasticity of olivine has not been investigated comprehensively in laboratory

experiments, butQ measurements from hydrous and dehydrated samples suggest that the influence is

possibly significant (Jacksonet al., 1992).

1.3 Seismic tomography of 3-D anelasticity

In order to understand physical and chemical states of earthinterior, it is essential to combine both

wave speed model andQ model because they have very different sensitivity to temperature, com-

positional, wave content variations. Over the past decades, 3-D wave speed structures of the earth

have been well constrained (e.g., Grand, 1987; Suet al., 1994; Masteret al., 1996; Ritsema & Van

Heijst, 2000; Zhouet al., 2006), therefore well resolved 3-DQ structure is becoming particularly

important for better understanding of earth interior. Although the depth profile of mantle anelasticity

is relatively well constrained and 1-DQmodels agree reasonably well on gross features, mapping out
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3-D anelastic structures of the earth has been very challenging and large discrepancies exist among

different 3-D global models (e.g., Daltonet al., 2008).

The first attempts of mapping lateral variations of anelasticity at global scale were based upon a

small dataset of fundamental mode Rayleigh waves at periods of 100 to 300 seconds (Romanowicz,

1995). The resulting model, QR19, imaged upper mantleQµ structure down to the depth of 650 km

with a relatively low resolution at spherical harmonic degree 6. One prominent feature of this model

is that it shows good agreement with surface tectonics (high-Q regions beneath continent and low-Q

region beneath oceanic basins). However, focusing effectscaused by wave speed structures were not

explicitly considered which have been suggested to be significant on amplitudes (e.g., Woodhouse

& Wong, 1986; Selby & Woodhouse, 2000). Differential amplitudes of body wave phases have also

been used to constrain globalQmodels. Bhattacharyyaet al. (1996) measured differential attenuation

between SS and S phases to map global upper mantleQµ model. In Reidet al. (2001), more data set

including SS-S and SSS-SS differential attenuation were used to obtain a higher resolutionQµ model

at harmonics degree 8. However, the amplitude ratio of two different phases may subject to strong

focusing effects and bias the resulting models (e.g., Ritsema et al., 2002). Warren & Shearer (2002)

studied upper mantleQκ using the spectra ofP andPP waves. With a large fundamental Rayleigh

wave data set, Selby & Woodhouse (2002) improved the resolution of upper mantle 3-DQµ model

to degree 8. They inverted Rayleigh-wave amplitude data measured at periods between 70 and 170

seconds for a set of 3-DQ models with and without correction of focusing effects. Thefocusing

corrections were based upon available phase velocity maps and a linear approximation (Woodhouse

& Wong, 1986),

lnA =
1

2
cosec∆

∫ ∆

0

sin(∆− φ)c−1
0 [sin θ∂2θ − cos θ∂θ]δc dφ (1.4)

where∆ is angular epicenter distance,φ is longitude,θ is colatitude andc is the phase velocity. Gung

& Romanowicz (2004) used three-component surface-wave waveform data constructed a degree-8
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upper mantleQµ model, QRLW8. The waveform data are at a broad period range from60 to 400

second including fundamental-mode and overtone surface waves. AlthoughQ structures in QRLW8

agree with surface tectonics, lateral variations were not well constrained due to a strong damping

applied in inversion. The focusing effects on amplitudes were not corrected for as they argued that the

effects were probably small. A recently upper mantleQµ model QRFSI12 developed by Daltonet al.

(2008), expanded the resolution of 3-DQ model to spherical harmonics degree 12 using amplitudes

of fundamental-mode Rayleigh waves measured at period of 50 to 250 seconds. Focusing effects on

amplitudes were shown to be strong and were corrected based upon rat theory (Dalton & Ekström,

2006).

Although elastic focusing effects have received growing attention recently and have been ac-

counted for in some studies using a ray theory, the effects ofanelasticity on surface wave travel times

and amplitudes have not been well understood. In addition, ray theory used in current 3-D tomog-

raphy may no longer be valid when imaging heterogeneities atlength scales smaller than seismic

wave lengths (Zhouet al., 2004). The effects of measurement techniques which may have impor-

tant impacts on amplitude measurements can not be accountedfor in ray theory tomography. It’s not

surprising that current available 3-DQ models differ greatly from each other (Daltonet al., 2008).

1.4 Wave propagation in 3-D Earth models

In this thesis, I investigate surface wave propagation in 3-D wave speed models and 3-D anelastic

models based upon numerical simulations using a Spectral Element Method (SEM). This is a well-

developed numerical method which was first introduced in modeling fluid dynamics (Pateraet al.,

1984). It’s characterized by the flexibility of finite-element method and accuracy of spectral method,

and has becoming widely used in seismology, especially in 3-D global and regional seismic wave

propagation. The Spectral Element Method used in this thesis was first introduced in seismology
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by Komatitsch & Tromp (1999) in which the free surface and main internal discontinuities of the

Earth have been honored. In order to investigate anelastic effects on seismic waves, Savageet al.

(2010) incorporated 3-D anelasticity into SEM using a series of Standard Linear Solids. The standard

linear solid is a physical model consists of a spring and a parallel Maxwell solid (spring and dashpot

connected in series) to represent relaxation behavior of stress and strain in anelastic material. Each

standard solid has a characteristic relaxation time therefore a series of them can approximate the

absorption band ofQ in seismic frequency range. Using this numerical method, wesimulate wave

propagations in earth models with and without 3-D wave speedstructures to investigate their effects

on travel times and amplitudes of surface waves. Similar simulations will run for earth models with

and without 3-DQ structures to quantify anelastic effects on surface waves.

1.5 Summary of thesis chapters

Lateral variations in anelasticity (Q) provide important constraints complementary to 3-D wavespeed

variations in mapping 3-D thermal and compositional structures in the mantle. In this thesis, effects

of lateral variations on wave speed and anelasticity (Q) on seismic surface waves are investigated

quantitatively through wave propagation simulations. In present-day joint tomographic inversions

of global velocity and anelasticity (Q) structure, 3-D anelastic dispersion effects on surface waves

have been ignored. In Chapter 2, we quantifed the effects of 3-D Q structure on surface-wave phase

delays by simulating wave propagation in 3-D wavespeed and 3-D Q models using a spectral element

method (SEM). We compared phase delays caused by 3-DQ structure and those caused by 3-D wave

speed structure. Our results showed that (1) roughly 15-20 percent of the observed phase delays

(travel times) in long-period surface waves are due to 3-DQ structure; this implies that neglecting

3-D anelastic dispersion effects can lead to biased wave speed models in seismic tomography; (2)

the effects ofQ perturbations on surface-wave phase delays are frequency dependent as a result of
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local S-wave anelastic dispersion, frequency-dependent depth sensitivity of surface waves as well as

the 3-D distribution ofQ anomalies. In my numerical experiments, the significance of3-D anelastic

dispersion increases with wave period, and the frequency dependence is most apparent in the period

range between 60 – 150 seconds and becomes weaker at 150 – 200 seconds and (3) assuming a

thermal origin, anelastic delays caused by “hot” anomalies(or advances caused by “cold” anomalies)

are correlated with elastic delays (or advances), but theirrelation is not linear: the ratio between

anelastic and elastic delays (or advances) becomes larger for “hotter” anomalies than for “colder”

anomalies.

In Chapter 3, I investigate the effects of lateral perturbations in velocity and anelasticity (Q) on

surface-wave amplitudes based upon wave propagation simulations in 3-D Earth models using a Spec-

tral Element Method (SEM). We constructed 3-DQ models based upon a wave speed model S20RTS

using a set of reasonable mineralogical parameters assuming lateral variations in both wave speed

and anelasticity are due to temperature perturbations. We measured and compared amplitude per-

turbations of surface waves caused by 3-D wave speed (elastic) structures and those caused by 3-D

anelastic (Q) structures at a period range of 50-200 s. The measurements showed that the influence

of 3-D wave speed structures on amplitudes is comparable to that of 3-DQ structures at short period,

but becomes dominant at long period. In ray-theoretical framework, surface wave amplitudes can

be decomposed into three terms, elastic focusing, anelastic attenuation, and anelastic focusing which

depends respectively upon the roughness of phase velocity perturbations (∂2yδ ln c), perturbations in

anelasticity (δ lnQ−1), and the roughness of perturbations in anelasticity (∂2yδ lnQ
−1). Theoretical

calculations confirmed the relative importance of 3-DQ and 3-D wave speed in perturbing surface-

wave amplitudes: (1) in short-period (∼ 50 s) surface waves, anelastic attenuation effects are com-

parable to elastic focusing effects caused by 3-D wave speedstructures; and (2) in long-period (>

100 s) surface waves, elastic focusing effects are dominant, stronger than anelastic attenuation as it

decreases rapidly with increasing wave period; and (3) anelastic focusing effects, which have been ig-
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nored in present-day tomographic studies, have a more significant effect than attenuation. Therefore,

the effects of 3-DQ structures can be “counter-intuitive” at long period for surface waves traveling

through a low-Q region may experience amplitude increase.

Surface wave tomography inversions based upon ray theory have resolution limits, when the

length scale of heterogeneities is less than seismic wavelength finite frequency effects become im-

portant and need to be considered. In Chapter 4, we investigate finite frequency effects of surface

waves in 3-D wave speed and 3-D anelasticity (Q) earth models. We simulate wave propagation in

the models using a Spectral Element Method (SEM) and measuretravel time and amplitude perturba-

tions caused by lateral variations in wave speed and anelasticity for Rayleigh waves at period range of

50 s – 200 s. Comparisons between the “ground truth” SEM measurements with those predicted using

ray theory and finite frequency theory show that finite frequency effects are stronger in surface-wave

amplitudes than in travel times, especially at long periods.
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Chapter 2

The effects of 3-D anelasticity (Q) structure

on surface wave phase delays

(An edited version of this chapter has published by RAS. Ruan, Y. and Zhou Y., The effects of 3-D

anelasticity (Q) structure on surface wave phase delays, 2010,Geophys. J. Int., 181, 479-492.)

2.1 Introduction

In the past decades, lateral variations in seismic wavespeeds in the mantle have been mapped out at

a global scale by seismic tomographic studies (e.g. Grand, 1987; Suet al., 1994; Masteret al., 1996;

Ritsema & Van Heijst, 2000; Zhouet al., 2006). It is known that using only wavespeed structure

in the upper mantle is not possible to distinguish between thermal and chemical origins of mantle

heterogeneities. The anelasticity (Q) structure of the Earth’s mantle is very sensitive to temperature

perturbations, therefore lateral variations inQ can be applied as a valuable constraint complementary

to 3-D wavespeed structure to understand the thermal and chemical variations as well as the dynamics
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of the Earth’s interior.

The effects of anelasticity on the Earth’s free oscillations as well as on propagating surface waves

and body waves have been documented in the 1970s (e.g., Liuet al., 1976; Kanamori & Anderson,

1977). Several one-dimensional (radial)Q models have been developed (e.g., Dziewonski & Ander-

son, 1981) and widely used in today’s seismological studies. However, compared to 3-D wavespeed

tomography, studies of 3-D anelasticity (Q) structure in the mantle have been lagging behind. In the

past two decades, efforts have been made to image the 3-D anelasticity structure in the mantle us-

ing both surface waves (e.g., Romanowicz, 1995; Selby & Woodhouse, 2002; Gung & Romanowicz,

2004; Daltonet al. , 2008) and body waves (e.g., Reidet al., 2001; Warren & Shearer, 2002). In

the upper mantle, lateral variations inQ differ considerably among those models (e.g., Daltonet al. ,

2008). These discrepancies are partly due to the fact that seismic amplitudes can be affected by both

3-D anelastic structure as well as 3-D elastic wavespeed structure through wave focusing and defo-

cusing. It is difficult to separate the two contributing effects and different research groups often take

different approaches in handling the focusing and defocusing effects in tomographic practices (e.g.,

Selby & Woodhouse, 2000; Daltonet al. , 2008). The importance of a joint inversion of 3-D velocity

andQ using both amplitude and phase delay measurements has been appreciated in several recent

surface-wave studies (e.g., Billienet al., 2000; Daltonet al. , 2008), however, the effects of 3-DQ

structure on surface-wave phase delays have so far receivedlittle attention. The focus of this chapter

is to quantify the effects of 3-D anelastic structures on surface-wave phase delays, in particular, how

do phase delays caused by 3-DQ structure compared with phase delays caused by 3-D wavespeed

structure.

It is known that lateral compositional heterogeneities in the mantle have only secondary effects

on seismic wavespeed and anelasticity (e.g. Faul & Jackson,2005). In this study, we construct our

3-DQ models using a 3-D wavespeed model S20RTS of Ritsema & Van Heijst (2000), assuming that

both velocity andQ perturbations are due to temperature variations. We simulate wave propagation
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in 3-D global models using the Spectral Element Method (Komatitsch & Tromp, 1999, 2002), and

we measure phase delays between fundamental-mode surface waves generated in earth models with

and without the presence of 3-DQ structures. The same wave propagation experiments are done

for earth models with and without 3-D wavespeed structures to measure phase delays caused by 3-

D wavespeed structure. Comparisons between phase delays caused by 3-D wavespeed and 3-DQ

structure show that roughly 15-20% of the observed phase delays (travel times) in long-period surface

waves are due to 3-D anelasticity (Q) structure. This result agrees with estimates made based upon

3-D sensitivity kernels (Zhou, 2009). We show that 3-D anelastic effects are dependent upon miner-

alogical parameters applied in generating globalQ models. We investigate 3-D anelastic dispersion

effects in continental and oceanic paths and the non-linearrelation between delay times caused by

“elastic” and “anelastic” mechanisms.

2.2 Quality factor Q and Anelastic Dispersion

The effects of the anelasticity of Earth material on seismicwaves can be accounted for by considering

the relaxation of elastic moduli. The relaxation of elasticmoduli is associated with energy dissipation

(internal friction) of seismic waves and can be characterized by the quality factorQ – energy loss per

cycle. It is known that anelasticity affects seismic waves in two aspects: amplitude attenuation and

anelastic dispersion; and the latter describes variationsof wave speed with frequency. These effects

can be accounted for by using complex and frequency dependent moduli (Dahlen & Tromp, 1998):

µ→ µ0 [1 +
2

π
Qµ

−1 ln(
ω

ω0

) + i Qµ
−1], (2.1)

κ→ κ0 [1 +
2

π
Qκ

−1 ln(
ω

ω0

) + i Qκ
−1], (2.2)
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whereµ0 andκ0 are the shear and bulk moduli at a reference frequencyω0, andQµ andQκ are

the corresponding quality factors. The imaginary part of the modulus in equations (2.1) and (2.2)

represents amplitude attenuation, and the frequency-dependent real part describes velocity dispersion.

In this study, we shall focus on seismic wave propagation speeds in the presence of 3-DQ structure.

The effects of anelasticity on surface-wave amplitudes will be discussed in chapter 3. To the first

order, the real part of the complex moduli in equations (2.1)and (2.2) leads to dispersion of wave

speedV (ω) and can be written as (Dahlen & Tromp, 1998)

V (ω) = V (ω0)

[

1 +
1

πQ
ln

(

ω

ω0

)]

, (2.3)

whereV (ω0) is the wave speed at a reference frequencyω0, andQ is the quality factor.

The relaxation of stresses and strains in wave propagation is a result of irreversible changes of

crystal defect structures and grain boundaries of Earth material. Assuming thermally activated pro-

cesses, the quality factorQ is dependent upon rheology parameters of the material, mantle temper-

ature and pressure as well as the frequency of the wave (e.g.,Jackson & Anderson, 1970; Karato &

Spetzler, 1990),

Q(ω, T ) = A ωα exp

[

α (E∗ + PV ∗)

R T

]

, (2.4)

whereE∗ andV ∗ are the activation energy and activation volume of anelastic relaxation, respectively.

These rheology parameters can be measured in experimental studies for upper mantle material (e.g.,

olivine), and they vary in a relatively wide range (e.g., Béjinaet al., 2003). Under upper mantle con-

dition, the activation energyE∗ of olivine varies from300 KJ/mol to 500 KJ/mol, and the activation

volumeV ∗ ranges from 5 cm3/mol to 30 cm3/mol (Jacksonet al., 2002).A is a constant associated

with properties of the material such as the grain size (Jacksonet al., 2002; Faul & Jackson, 2005) and

R is the gas constant. From both mineral physics experimentsand seismological observations,Q ex-
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hibits only weak dependence upon frequency and the coefficient α is roughly between 0.1–0.4 and it

does not vary significantly with temperature (e.g., Anderson & Minster, 1979; Smith & Dahlen, 1981;

Karato & Spetzler, 1990; Jackson & Paterson, 1993; Jackson,2000; Shitoet al., 2004). In surface-

wave studies, resolving the frequency dependence ofQ is still a challenging task and a constantQ

absorption-band model (e.g., Liuet al., 1976; Kanamori & Anderson, 1977) has been widely used in

wave propagation simulations as well as in inversions of velocity andQ structures (e.g., Dziewonski

& Anderson, 1981; Komatitsch & Tromp, 1999; Daltonet al. , 2008). In this study, we neglect the

weak frequency dependence ofQ in wave propagating experiment and the temperature and pressure

dependence ofQ can be re-written as

Q(ω, T ) = A exp

[

α (E∗ + PV ∗)

R T

]

. (2.5)

2.3 Wave propagation in 3-DQ and 3-D velocity models

The focus of this chapter is to simulate wave propagation in 3-D wavespeed earth models and 3-DQ

models and compare the effects of 3-D wavespeed variations and the effects of 3-DQ perturbations

on surface-wave phase delays. In this study, we construct our 3-D tomographic-likeQ model using a

3-D wavespeed model S20RTS of Ritsema & Van Heijst (2000), assuming that both velocity andQ

perturbations are due to temperature variations.

2.3.1 1-D referenceQ model

Model S20RTS describes S-wave velocity perturbations in the mantle with respect to the Preliminary

Reference Earth Model (PREM) (Dziewonski & Anderson, 1981). AradialQ structure has been

incorporated in the model. In this study, we assume a thermally activatedQ mechanism and con-
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struct self-consistent reference radial (1-D)Q profile and lateral (3-D) variations using eq. (2.5). In

constructing the reference radial (1-D)Q model, we use a reference geotherm in the upper mantle

assuming a half-space cooling mantle,

T (z) = Ts + (Tm − Ts) erf

(

z

2
√
κτc

)

, (2.6)

where the surface temperatureTs is assumed to be0 ◦C and the mantle temperatureTm is assumed

to be 1300 ◦C. We use a thermal diffusivityκ of 1× 10−6m2/s and a cooling ageτc of 60 Myr.

An adiabatic thermal gradient of0.5 ◦C/km is added throughout the mantle. The reference mantle

temperature profile is plotted in Fig. 2.1. It is noteworthy that these geothermal parameters are not well

constrained, and parameters are chosen based on current estimates to produce a reasonable globally-

averaged geotherm in the upper mantle (e.g., Shapiro & Ritzwoller, 2004; Faul & Jackson, 2005).

Based upon the 1-D background temperature model, we calculate a reference 1-DQ model using

equation (2.5) with the following rheology parameters: activation energyE∗=470 KJ/mol, activation

volumeV ∗ = 17 cm3/mol andα value of 0.1. We use the radial pressure profile in model PREM

in constructing our reference radialQ structure, and choose a constantA = 1.394 such that our 1-D

referenceQ model is close to PREM. In Fig. 2.1, we plot our referenceQ model together with the

1-DQ structure in PREM in the top 400 km. In the uppermost 80 km, PREM has a constantQ value

of 600, whileQ values in our reference model decrease from over 1000 to 150 due to the exponential

temperature dependence. Considering that the lithosphere is cold and mostly elastic, and anelasticity

is related to1/Q rather thanQ, it is safe to use highQ values in the lithosphere. Even though it is

reasonable to assume a mostly elastic lithosphere, especially in the top 50 km, we discuss the effects

of low Q values in the lithosphere in section 2.4. At the depth range of 80−220 km,Q values in our

model are very close to PREM, except for that there are two sharp discontinuities at depths of 80 km

and 220 km in model PREM. Between 220 km and 300 km, our 1-DQ model shows slightly lower

21



Chapter 2. The effects of 3-D anelasticity (Q) structure on surface wave phase delays
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Figure 2.1: (a) Reference geotherm assuming a half-space cooling model with mantle temperatureTM =
1300 ◦C and cooling ageτc=60 Myr. An adiabatic thermal gradient0.5 ◦C/km has been added throughout
the mantle. Only the uppermost 400 km of the profile is plotted. (b) ReferenceQ model (Qµ) derived using
the temperature model and mineralogy parametersE∗ = 470 KJ/mol andV ∗ = 17 cm3/mol. PREMQµ

profile is plotted in dashed line for reference.

Q values than PREM. Overall, our reference 1-DQ model constructed using eq. (2.5) is very close to

PREMQ model.

2.3.2 3-DQ models

In this study, we construct a 3-D tomographic-likeQ model using a 3-D wavespeed model S20RTS.

Assuming thermally activated processes of velocity and Q perturbations, wavespeed is dependent
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upon both temperature and wave frequency (Kanamori & Anderson, 1977; Karato, 1993),

V (ω, T ) = V0(T )

[

1 +
1

Qπ

E∗ + PV ∗

RT
+

1

Qπ
lnωτ0

]

, (2.7)

whereτ0 is a constant in the order of10−12 to 10−13 sec, approximately the period of the fundamental

thermal vibrations for atomic relaxation (Jackson & Anderson, 1970), andV0 is the “anharmonic”

elastic velocity which corresponds to the seismic velocityatQ = ∞. Taking derivative of eq. (2.7),

to the first order, temperature perturbations can be calculated from velocity perturbations using the

temperature partial derivative∂lnV/∂T (Karato, 1993),

∂ lnV

∂T
=
∂ lnV0
∂T

− 1

Qπ

E∗ + PV ∗

RT 2
. (2.8)

Note that to the first order, the frequency-dependent term (anelastic dispersion) in eq. (2.7) does

not contribute to the temperature partial derivative. The partial derivative∂ lnV0/∂T ≈ −0.76 ×

10−4 K−1 for S waves (Isaak, 1992), and it is insensitive to crystal structures (Duffy & Anderson,

1989). Taking temperature derivative of equation (2.5), fractional perturbations inQ can be calculated

from perturbations in temperatureT by

δQ

Q
= −α E

∗ + PV ∗

RT 2
δT. (2.9)

Like many other global velocity models, model S20RTS describes 3-D wavespeed variations in the

mantle but has assumed a radial structure ofQ (PREMQ structure). This is not self consistent in the

sense that lateral variations in temperature should give rise to lateral variations in both velocity andQ.

In this study, we compute its corresponding 3-DQ structure using equations (2.8) and (2.9) using an

iterative approach: (1) calculate 3-D temperature perturbationsδT from the 3-D velocity perturbations

in S20RTS using the temperature partial derivative∂ lnVS/∂T assuming a 1-D initial temperature and

Q structure as described in sect. 2.3.1, (2) update the local temperature with perturbations obtained
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from step (1) and calculate the corresponding perturbations in Q using equation (2.9), (3) update

∂lnVS/∂T in eq. (2.8) using the new temperature andQ values and go back to step (1), iterate until

perturbations in temperature andQ converge.

Maps of the 3-D velocity model (S20RTS) and the corresponding 3-DQ model,Q3DMM, at

100 km depth are shown in Fig. 2.2. The fractional perturbations in1/Q are with respect to our 1-D

referenceQmodel. The resulting 3-DQmodel is highly correlated with the 3-D velocity model: mid-

ocean ridges are characterized by slow anomalies and lower-than-averageQ values, stable continental

interiors show fast anomalies and higher-than-averageQ values. Compared with recent tomographic

3-DQ models (e.g., Daltonet al. , 2008), the strength (rms) ofQ perturbations in our 3-D model is

comparable to those tomographic studies. For example, perturbations in1/Q at a depth of 100 km

are in the range of -0.01 – 0.011 in our model, comparable to -0.0125 – 0.01 in the model of Dalton

et al. (2008); the corresponding fractional perturbations are inthe range of -99.9%– 107.5% in our

model, comparable to -100% – 80% in their model. Two-dimensional (2-D) Love-wave as well as

Rayleigh-waveQ maps are plotted in Fig. 2.3, which are also comparable to recent 2-D surface-wave

Q models (e.g., Dalton & Ekström, 2006).

It is important to point out that we have considered theQ dependence of temperature partial deriva-

tive ∂ lnV/∂T in constructing 3-D temperature andQ variations from 3-D velocity variations. The

resulting 3-D earth model are self-consistent in that bothQ and velocity are results of 3-D variations

in mantle temperature.

2.3.3 Wave propagation in 3-D earth models and phase delay measurements

The effects of lateral thermal anomalies in seismic observables can be modeled by simulating wave

propagation in earth models with 3-D velocity (S20RTS) and 3-D Q structures. In this study, we in-

vestigate the effects of 3-D wavespeed structure and the effects of 3-D anelastic dispersion separately,
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(a) 3D anelasticity (Q) model at 100 km
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(b) 3D S-wave velocity model at 100 km
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Figure 2.2: (a) 3-D anelasticity model at a depth of 100 km. Fractional perturbations in1/Q are in the range of
-99.9% – 107.5%, comparable to recent tomographic models (e.g., Daltonet al. , 2008). (b) 3-D shear wave
velocity model S20RTS (Ritsema & Van Heijst, 2000) at a depth of 100 km. The 3-D Q model and the 3-D
velocity model are correlated as we assume both of them are originated fromtemperature variations.

and compare long-period surface-wave phase delays caused by 3-DQ structure through 3-D anelastic

dispersion with phase delays caused by 3-D elastic wavespeed structure. We simulate wave propa-

gation in 3-D velocity and 3-DQ models using the Spectral Element Method (SEM) (Komatitsch&

Tromp, 1999). The SEM incorporated anelasticity in wave propagation using three standard linear

solids assumingQ is independent of frequency (absorption-band model). Twelve earthquake events

and 801 seismic stations around the world were chosen for ournumerical experiments to provide good

path coverage.

We simulate wave propagation in four different Earth models(see Table 2.1) for each event. In

the case of examining the effects of 3-D wavespeed structure(“3-D elastic effects” hereinafter) on

surface-wave phase delays, we measure phase differences between synthetic seismograms generated

in model (I) — 1-D velocity and 1-DQ and model (II) — 3-D velocity and 1-DQ. TheQ structures

in model (I) and (II) are identical, therefore, differencesin surface-wave travel times are due to the

3-D velocity structures (elastic delay= t3−DV− t1−DV). The 1-D velocity and 1-DQmodels used in

this case are from PREM (Fig. 2.1) and the 3-D velocity model isS20RTS. In the case of examining

the effects of 3-D anelastic dispersion (3-DQ effects), we measure phase differences between seis-

mograms generated in model (III) — 3-D velocity and 1-DQ and model (IV) — 3-D velocity and 3-D
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(a) 2-D Love-waveQ map (100s)
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(b) 2-D Rayleigh-waveQ map (100s)
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Figure 2.3: Two-dimensional surface-waveQ maps calculated for our 3-D anelastic Earth model. (a) 2-D
Love-waveQ map at 100 seconds for our 3-D anelastic Earth model (S20RTS + 3DQ), fractional variations
in 1/Q are with respect to Love-waveQ in the Earth model with 1-D referenceQ structure (S20RTS + 1D
Q). Fractional variations in Love-wave1/Q are in the range of−78.2% − 85.4%. (b) The same as (a) but
for 100-second Rayleigh waves, and the fractional variations are between−74.6% and72.6%.

Table 2.1: Models for 3-D wave propagation

Models Model No. Velocity Anelasticity (Q)
I 1D (PREM) 1D (PREM)Elastic delay measurement
II 3D (S20RTS) 1D (PREM)
III 3D (S20RTS) 1D (Q1DMM)Anelastic delay measurement
IV 3D (S20RTS) 3D (Q3DMM)

Q. In this case velocity structures are the same in the two models, and differences in surface-wave

travel times are due to 3-D anelastic perturbations (anelastic delay= t3−DQ − t1−DQ). The 1-DQ

and 3-DQ models have been described in section 2.3.1 and 2.3.2, and perturbations in the 3-DQ

models are comparable to recent tomographicQ models (e.g., Daltonet al. , 2008).

Surface-wave phase delays are measured using a multi-tapertechnique (Laske & Masters, 1996;

Zhou et al., 2004). The tapers used in this chapter are five 2.5-π prolate spheroidal eigen-tapers

(Slepian, 1978) with narrowly concentrated spectra. Measurements made with this technique show

reduced bias in spectral estimates in surface-wave studies(Laske & Masters, 1996). Phase delays

and associated errors are estimated by least-square fittingof measurements made with these five or-

thogonal tapers. We measure fundamental-mode surface-wave phase delays at frequencies (periods)

from 5 mHz (200 s) to 20 mHz (50 s). Fundamental-mode surface waves, especially Love waves, can

26



Chapter 2. The effects of 3-D anelasticity (Q) structure on surface wave phase delays

be contaminated by higher-mode surface waves at short epicentral distances. We carefully choose

measurement windows that contain mostly fundamental-modesurface-wave energy to minimize con-

tamination of higher-mode surface waves. Because of the dispersion of surface waves, we filter

seismograms at two frequency bands, 50–100s and 100–200s, and choose measurement windows

correspondingly. We examine every single measurement and correct/remove measurements with cy-

cle skip problems, this left∼7600 minor-arc Love waves and∼8500 Rayleigh waves for this study.

For some event-station pairs, seismic waves travel along continent-ocean boundaries where strong

velocity contrast can be expected. Surface waves along these paths sometimes show two separate

arrivals, one travels in the continental side where seismicvelocity is higher than the reference velocity

and the other one travels in the oceanic side where seismic velocity is relatively lower. An example

of seismogram with apparent multi-pathing signals is plotted in Fig.2.4. In this study, we choose to

exclude those paths from our measurements.

(a) Example seismograms of multi-pathing
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Figure 2.4: (a) Example multi-pathing seismograms. The seismograms are transverse-component synthetic
seismograms at station USC for a ray path shown in (b). In this example, surface waves in the 3-D velocity
model (red trace) show an additional late arrival compared to the seismogram in 1-D velocity model (black
trace). (b) Reference ray path along which multi-pathing arrivals are observed.
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(a) Example seismograms (transverse)
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(b) Example seismograms (vertical)
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(d) delay time measurements
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Figure 2.5: Example transverse (a) and vertical (b) synthetic seismograms at station ANMO, band-pass filtered
between 6.7 mHz and 20 mHz. Top seismogram pairs show effects due to anelastic perturbations, black seis-
mograms are generated using model (III) – 3-D velocity and 1-DQ, red seismograms are generated using
model (IV) – 3-D velocity and 3-DQ. Bottom seismogram pairs show differences due to elastic perturba-
tions: black traces are generated using model (I) – 1-D velocity and 1-DQ; red traces are generated using
model (II) – 3-D velocity and 1-DQ. Delay times measured at 100 seconds using multi-taper technique
are indicated below the traces. The ray path of the seismograms is shown in (c) and measured elastic and
anelastic delay times as a function of period are plotted in (d).

Examples of synthetic seismograms from numerical simulations are shown in Fig. 2.5. The trans-

verse and vertical component seismograms at station ANMO have been band-pass filtered between

6.7 mHz and 20 mHz. The top two traces in (a) and (b) show differences in seismograms caused

by 3-DQ structure, and the bottom two traces show differences of surface waves caused by 3-D ve-

locity structure. Frequency-dependent delay-time measurements are plotted in Fig. 2.5(d) for this

example path. At a period of 100 seconds, the 3-D velocity variations delay the arrival time of the

fundamental-mode Love wave by∼65 seconds and Rayleigh wave by∼73 seconds for this particular

path; delay times caused by 3-D anelastic dispersion are∼14 seconds for the Love wave and∼21

seconds for the Rayleigh wave. The 3-D anelastic dispersion effects (difference between 3-DQ and
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1-D Q models) on phase delays are about 1/4 of the phase delays caused by 3-D velocity structure

(differences between 3-D velocity and 1-D velocity models). More detailed analysis on the anelastic

dispersion effects will be be discussed in detail in section2.4. It is also noteworthy that amplitudes

variations in this example show that the effects of 3-D velocity structure on surface-wave amplitudes

(focusing/defocusing) are more prominent than the effectsof 3-DQ structure, this is consistent with

estimates made based upon 3-D sensitivity kernels (Zhou, 2009) and amplitude measurements will be

discussed in chapter 3.

2.4 3-D anelastic effects on surface waves and frequency depen-

dence

In Fig. 2.6 we compare Love-wave phase delays caused by 3-D velocity structure with those caused

by 3-DQ structure. Each dot in the scatterplot represents two phasedelay measurements made for the

same source-receiver pair; the horizontal axis is the elastic delayt3−DV − t1−DV and the vertical axis

is the anelastic delayt3−DQ − t1−DQ. Measurement errors estimated using the multi-taper technique

are indicated by black crosses. There are approximately 6,000 measurements in each scatterplot at

periods of 60 seconds, 100 seconds and 200 seconds. As expected, the elastic delays and anelastic

delays are highly correlated as the velocity andQ structures are correlated.

The anelastic effects on surface-wave phase delays are frequency dependent. This is due to local

S-wave anelastic dispersion, frequency-dependent depth sensitivity of surface waves as well as the

3-D distribution ofQ anomalies. Generally speaking, anelastic delays become more significant in

long-period surface waves than in short-period surface waves. For Love waves at 60 seconds, the

ratio between anelastic delays and elastic delays is roughly 0.17. For 100-second and 200-second

Love waves, the ratio of anelastic delays to elastic delays increases to 0.22 and 0.27, respectively.

29



Chapter 2. The effects of 3-D anelasticity (Q) structure on surface wave phase delays

The depth sensitivity kernels of fundamental-mode surfacewaves calculated for model PREM at

corresponding periods are plotted next to each scatterplotfor reference. The root-mean-square (rms)

values of the 3-D anelasticity model and 3-D velocity model as function of depth are also plotted.

The depth sensitivity functions show that short-period Love waves are sensitive to shallow structures

whereQ values are relatively high and variations of1/Q are relatively weak. Therefore weaker

anelastic effects on surface waves are expected. Long-period Love waves are more sensitive to deeper

structures in our 3-DQ model, andQ variations are large in the lowQ zone at depth of 80-200 km.

Therefore the contribution of anelastic dispersion to long-period surface-wave phase delays becomes

more prominent.

Comparisons between anelastic delays and elastic delays forRayleigh waves are shown in Fig.

2.7. The ratios of anelastic delays to elastic delays also show strong frequency dependence. For 60-

second Rayleigh waves, this ratio is approximately 0.21, andfor 100-second and 200-second Rayleigh

waves, the ratio increases to roughly 0.24 and 0.27. This frequency dependence can be explained by

the depth sensitivity of Rayleigh waves and the rms of the models. In the uppermost 100 km, the ratio

between the rms of the 3-D velocity model and the rms of the 3-DQ model is large. Therefore, for

short-period Rayleigh waves, which are more sensitive to shallow structure, anelastic dispersions are

relatively weak compared with elastic delays. At depths below 100 km, the ratio between the rms of

the 3-D velocity model and the rms of the 3-DQ model becomes smaller. Therefore, Rayleigh waves

at 100 and 200 seconds, which are more sensitive to structures in this depth range, show stronger

anelastic dispersion than short-period waves. In general,Rayleigh waves are less sensitive to shallow

structures than Love waves, and they are more sensitive to structures in depth range of 80 – 300 km

(the lowQ zone in our model), therefore, 3-D anelastic dispersion effects are more prominent in

Rayleigh waves than Love waves.

Based upon the comparisons, we can estimate the fractional contribution of anelastic dispersion to

the total surface-wave phase delays. At 100 seconds, the slope of scatterplot is roughly 0.22 for Love
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waves and 0.24 for Rayleigh waves, this indicates that assuming a thermal origin of mantle anomalies,

phase delays caused by 3-DQ structure accounts for roughly 17-19% of the total observeddelay

times. At 200 seconds, anelastic dispersion effects account for approximately 21% of the total delay

times for both Love waves and Rayleigh waves. At 60 seconds, the percentage decreases to around

15-17%. However, it is important to note that short-period surface waves, especially Love waves,

are sensitive to shallow lithosphere structure, and anelastic dispersion of short-period surface waves

depends uponQ structures at shallow depths. Because of the exponential temperature dependence,

Q values in our reference models are much larger than PREM in theuppermost 50 km. Recent

studies (e.g., Durek & Ekström, 1996) suggested aQ value of 300 in the lithosphere. A decrease in

backgroundQ will result in an increase in the sensitivity of surface-wave phase delays to fractional

perturbations in1/Q (Zhou, 2009). To estimate the effects of a low-Q lithosphere, we generate

synthetic seismograms in our reference 1-DQ model with/without the top 80 km layer replaced by a

constantQ of 300 and compare surface-wave travel times. At an epicentral distance of 150 degree,

50-second Love waves are delayed by 5 seconds, 100- and 200-second Love waves are delayed by 3

seconds, Rayleigh waves at all periods are delayed by less than 2 seconds. Considering uncertainties

in our measurements, the effects of a lowQ value in the top 80 km are negligible in long-period Love

waves and Rayleigh waves. For short-period Love waves, lowerQ values in the top 80 km can lead

to slightly stronger 3-D anelastic dispersion than seen in Fig. 2.6.

It is important to point out that while anelastic delays and elastic delays are highly correlated, their

relation is not linear. Moreover, due to 3-D wave propagation effects, elastic advances in surface-wave

travel times are not necessarily always associated with anelastic advances, sometimes they are accom-

panied with no advance or even weak anelastic delays. For waves propagating through dominantly fast

anomalies, large elastic travel time advances (negative delays) are observed, the anelastic advances do

not increase linearly with elastic advances but show a weak flattening pattern in the scatterplot. The

weakening of anelastic effects in seismically fast (“cold”) regions becomes more apparent for purely
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continental paths, and the path dependence will be discussed in more detail in section 2.6.

It is worth noting that (1) the fact 15-20% of observed phase delays can be attributed to 3-DQ

structure does not necessarily indicate current velocity tomographic models (e.g. S20RTS) have been

overestimated. This is because inaccuracy in tomographic theory will introduce internal inconsistency

in the inverse system, which often requires greater dampingto be applied in the inversion; (2) the

relative contribution of 3-D elastic and 3-D anelastic effects in surface-wave phase delays does not

depend on the rms of the “elastic” wavespeed model (S20RTS) used in this chapter; and (3) we have

assumed a thermal origin of mantle wavespeed andQ anomalies, other effects such as water content

and partial melting can also be important but they have not been well constrained in mineral physics

and are beyond the scope of this study.
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Anelastic effects on Love-wave phase delays

(a) delay time measurements (60s)

(c) delay time measurements (100s)

(e) delay time measurements (200s)

(b) depth sensitivity (60s) and model rms
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Figure 2.6: Comparison of elastic delays and anelastic delays on Love waves at periods of (a) 60 seconds
(c) 100 seconds and (e) 200 seconds. In the scatterplots, the horizontal coordinate of the scatterplots is
elastic phase delay (t3−DV− t1−DV) and the vertical coordinate is anelastic phase delay (t3−DQ− t1−DQ).
Errors estimated using the multi-taper technique are indicated by black crosses. Least-square-fitted slope
of each scatterplot (white line) shows the ratio between anelastic and elastic effects. These ratios are 0.17
at 60 seconds, 0.22 at 100 seconds and 0.27 at 200 seconds, showing a strong frequency dependence of
anelastic effects. Radial sensitivity (∂c/∂β) of fundamental-mode Love waves at corresponding period and
root-mean-square (rms) of 3-DQ (δ ln(1/Q)) and 3-D velocity (δ lnVS) models are plotted in (b), (d) and
(f) as functions of depth. Sensitivity of long-period Love waves show that they are more sensitive to the
low Q zone (80-300 km) than short-period Love waves, therefore strongeranelastic dispersion effects are
expected at longer periods.
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Anelastic effects on Rayleigh-wave phase delays

(a) delay time measurements (60s)

(c) delay time measurements (100s)

(e) delay time measurements (200s)
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Figure 2.7: The same as Fig. 2.6 but for Rayleigh waves. Strong frequency dependence of anelastic effects is
also observed in Rayleigh-wave phase delays. The fitted ratios of anelastic delays to elastic delays are 0.21
at 60 seconds, 0.24 at 100 seconds and 0.27 at 200 seconds. 3-D anelastic effects on Rayleigh waves are
systematically more significant than Love waves because Rayleigh waves are more sensitive to structures in
the lowQ zone (80-300 km) in our model.
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2.5 The effects of mineralogical parameters

In this section we examine the dependence of 3-D anelastic effects on mineralogical parameters that

control both the 1-D referenceQmodel and the conversion from 3-D velocity model to 3-DQmodel.

We experiment with additional two sets of rheology parameters to investigate the effects of rheology

parameters on the resultingQmodels. The rheology parameters are listed in Table (2.2) and the corre-

sponding 1-DQ models are labeled asQ1DML, Q1DMM andQ1DMH, where modelQ1DMM

is the 1-DQ model we used in section 2.3 and 2.4 and it is comparable to PREM(Fig. 2.1 and 2.8).

In generating modelQ1DML we used a slightly smaller activation energyE∗ = 420 KJ/mol and

a relatively higher activation volumeV ∗ = 19 cm3/mol; and for modelQ1DMH we used a larger

activation energyE∗=520 KJ/mol and a smaller activation volumeV ∗=15 cm3/mol. We adjust the

mineralogical parameters accordingly such that the overall Q values in the mantle are smaller than

PREM in modelQ1DML and larger than PREM in modelQ1DMH. (Fig. 2.8). The corresponding

3-DQ models,Q3DML andQ3DMH, are calculated from 3-D velocity model S20RTS for the ad-

ditional two sets of mineralogical parameters (ML andMH) using the same algorithm that has been

discussed in section 2.3.2. Maps of the 3-DQ models at a depth of 100 km are plotted in Fig. 2.9.

We ran wave propagation experiments in the two additional sets of globalQ models, and make phase

delay measurements following the same procedure as described in section 2.3.3.

Table 2.2: Rheology parameters for different anelasticity (Q) models

Parameter setE∗(KJ/mol) V ∗ (cm3/mol) A
ML 420 19 1.394
MM 470 17 1.394
MH 520 15 1.394
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Mineralogical parameter effects on 1-DQ model
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Figure 2.8: ReferenceQ models constructed using three different mineralogical parameter sets (see Table.
2.2). Q values inQ1DMM are moderate and comparable to PREM at depths between 80 – 220 km,Q
values are higher than PREM in modelQ1DMH and lower than PREM in modelQ1DML. PREMQ
model is plotted in gray dashed line for reference.

Our measurements show that the effects of 3-D anelastic dispersion are dependent upon miner-

alogical parameters used in the experiment. Scatterplots of 100-second Rayleigh-wave phase delays

are plotted in Fig. 2.9. The ratio of anelastic phase delays to elastic phase delays depends upon min-

eralogical parameters: measurements made for 3-DQ modelQ3DML show that the slope of the

scatterplot is roughly 0.28, and the ratio decreases to∼0.24 inQ modelQ3DMM and it deceases

further to∼0.21 for modelQ3DMH.

Least square fitted ratios of anelastic to elastic delay times for Love waves and Rayleigh waves for

the three sets of globalQ models are shown in Fig. 2.9. The elastic delays are identical in the three

groups, while anelastic delays vary with mineralogical parameters applied in generating the 1-D and

3-DQ models. The gray bars are ratios at periods ranging from 60 seconds to 200 seconds. The fre-
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quency dependence of anelastic dispersion shows a similar pattern in the three experiments: anelastic

dispersion is more significant at longer periods, and the frequency dependence is most apparent in the

period range between 60–150 seconds and becomes weaker at longer periods (150 – 200 seconds),

especially for Rayleigh waves.

In the case of using the mineralogical parameter setML, the anelastic dispersion effects on

surface-wave phase delays are the largest at all periods forboth Love waves and Rayleigh waves

in spite of the smallest fractional perturbations in1/Q among the three 3-DQ models (Fig. 2.9).

It is worth emphasizing that (1) both the referenceQ models and perturbations inQ are calculated

from mantle temperature using three different sets of mineralogical parameters; (2) anelastic delay

times are introduced by perturbations inQ, while temperature partial derivatives are dependent also

upon the referenceQ values, and overall the 3-D anelastic dispersion effects become stronger when

the mineralogical parameters used are associated with lower referenceQ values, and (3) we shall

keep in mind that uncertainties in mineralogical parameters will lead to uncertainties in 3-D anelastic

dispersion effects as illustrated in Fig. 2.9.
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Mineralogical parameter effects on 3-DQ model and anelastic phase delays
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(c) modelQ3DMH (100 km)
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Figure 2.9: Delay-time measurements for three sets of globalQ models generated using mineralogical param-
etersML, MM andMH; (a), (b) and (c) are maps of fractional perturbations in1/Q (δ lnQ−1) at a depth
of 100 km. and corresponding reference (1-D)Q models are plotted in Fig. 2.8; (d), (e) and (f) are scatter-
plots of elastic delays versus anelastic delays for 100-second Rayleigh waves, the ratio of anelastic delay to
elastic delay decreases from∼0.28 (parameter setML) to ∼0.21 (parameter setMH). The best fitting line
in (e) is also plotted as green dashed lines in (d) and (f) for comparison. (g), (h), and (i) are the ratios (gray
bars) of anelastic delay to elastic delay of Rayleigh waves at periods of 60s, 100s, 150s and 200s. These
ratios come from least-square fitting of measurements. The 3-D anelastic effects are frequency-dependent
and the frequency dependence is most apparent in the period range between 60 – 150 seconds. Note frac-
tional perturbations in1/Q are the smallest in modelQ3DML, while the associated anelastic delay times
are largest due to the associated lowQ values in the reference modelQ1DML (Fig. 2.8).
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2.6 Path dependence of 3-D anelastic effects

Our measurements show that 3-D anelastic effects on surface-wave phase delays are path dependent.

We select measurements with their great-circle ray paths mainly traveling through oceanic regions as

well as those with their great-circle paths mainly in continental regions. Phase-delay measurements

for 100-second Love waves and Rayleigh waves and associated ray paths are plotted in Fig. 2.10 and

2.11 for comparison of oceanic paths and continental paths.

In the upper mantle, there is strong correlation between velocity model S20RTS and tectonic fea-

tures. The oceanic regions are underlain by slower (“hotter”) mantle material while stable continents

are associated with faster (“colder”) lithosphere and mantle. As expected, the scatterplot of elastic-

anelastic phase delays for oceanic paths is dominated by positive travel time delays and measurements

of continental paths are dominated by negative travel time delays. In Fig. 2.10, the ratio of anelas-

tic delays to elastic phase delays of 100 second Love waves isclose to 0.2 for oceanic paths. For

continental paths, there is apparent “flattening” on the scatterplot: waves traveling through “colder”

regions experience larger phase advances but not as significant increase in 3-D anelastic dispersion.

The “flattening” is unlikely due to Love-wave higher-mode contamination because (1) we have ex-

cluded records contaminated by higher modes from our measurements; (2) higher modes would affect

both the elastic and anelastic measurements and therefore will not result in “flattening” in anelastic

measurements and (3) the “flattening” is expected based uponthe non-linear relation between “elas-

tic” and “anelastic” delays which will be discussed in section 2.7.

We calculate global phase-velocity maps of 100-second Lovewaves in the four models listed

in Table 2.1. The differences in phase velocities between model (I) and (II) are due to 3-D elastic

structure (c3−DV − c1−DV), and they are plotted in Fig. 2.10 (e). The fractional perturbationsδc/c

with respect toc1−DV are in the range of−4.1% — 4.7%. The differences in phase velocities between

model (III) and (IV) are due to 3-D anelastic structure (c3−DQ − c1−DQ) and the perturbations with
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respect toc1−DQ are plotted in Fig. 2.10 (f), and the perturbations are in therange of−0.89% —

0.86%. The amplitude of the fractional perturbations in local phase velocities due to 3-D velocity

structure is about 3-4 times stronger than that due to 3-D anelastic structure (note the different color

scales in Fig. 2.10). The ratio between localδc/c caused by 3-D velocity structure and those caused

by 3-DQ structure are location dependent, and, they are generally smaller in continental areas than

in oceanic areas.

In Fig. 2.11, we compare measurements made for oceanic pathsand continental paths for 100-

second Rayleigh waves. Rayleigh-wave phase-delay measurements for oceanic paths are dominated

by travel time delays (slow anomalies), and the ratio of anelastic delays to elastic phase delays is close

to 0.25, and it is larger than the ratio for Love waves at the same period. For continental paths, the

flattening of the scatterplot is not as apparent as 100-second Love waves, and the ratio is close to 0.24.

Overall, 3-D anelastic dispersion effects on phase delays are slightly stronger in oceanic paths than

in continental paths. We calculate maps of 100-second Rayleigh-wave phase velocity perturbations

due to 3-DQ structure (c3−DQ − c1−DQ), and the fractional perturbations are in the range of−0.79%

— 0.85% while the perturbations due to 3-D elastic structure (c3−DV − c1−DV) vary from−3.5% to

3.9%, relatively weaker than those for 100-second Love waves. Asa result, 3-DQ structures have

more significant effects on Rayleigh waves than on Love waves –this is consistent with the slope

variations in the measurement scatterplots.

We conclude that (1) the effects of 3-D anelasticity on phasedelays are more significant in oceanic

paths than in continental paths, i.e., the effects of 3-D anelastic dispersion on phase advances are

less significant than that on phase delays. This is mainly dueto the non-linear relation between

“elastic” and “anelastic” velocity perturbations in the case of a common thermal origin, and (2) the

path dependence is more apparent for Love waves than for Rayleigh waves. In section 2.7, we verify

the non-linear relation for local S waves using a simple analytical approach.
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(a) oceanic paths

(c) Love-wave scatterplot (oceanic)
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Figure 2.10: Path dependence of anelastic effects on Love-wave phase delays. Top: (a) and (b) are map
views of oceanic paths (1502 paths) and continental paths (2665 paths), respectively. Love-wave delay-time
scatterplots for the two groups of paths are plotted in (c) and (d), respectively. The continental scatterplot
shows some “flattening” indicating that anelastic effects are weaker for continental paths than for oceanic
paths. (e) and (f) are phase velocity maps of 100-second Love wavescorresponding to 3-D velocity and 3-D
Q structure, respectively. Fractional perturbations in phase velocity (δ ln c) varies from -4.1% to 4.7% in (e)
and from -0.89% to 0.86% in (f). Note different color scales have been used in (e) and (f).
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(a) oceanic paths

(c) Rayleigh-wave scatterplot (oceanic)

(e) phase velocity map (c3D V−c1D V)
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(b) continental paths

(d) Rayleigh-wave scatterplot (continental)

(f) phase velocity map (c3D Q−c1D Q)
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Figure 2.11: The same as Fig. 2.10 but for Rayleigh waves, there are 1,499 oceanic paths and 2,578 continental
paths. The slope of the scatterplots is 0.25 for oceanic paths and is 0.24 forcontinental paths. (e) and (f)
are phase-velocity maps of 100-second Rayleigh waves corresponding to 3-D velocity and 3-DQ structure,
respectively. Fractional variations in phase velocity range from -3.5% to 3.9% in (e) and -0.79% to 0.82%
in (f). Note different color scales have been used in (e) and (f).
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2.7 Analytical verifications

Surface waves are mainly constructive interactions of multiple reflected S waves. To the first order for

small perturbations inQ in eq. (2.3), local perturbations in S-wave velocity due to local perturbations

in Q→ Q+ δQ can be written as

(

δVS
VS

)

3−DQ

= − 1

Qπ
ln

(

ω

ω0

)

δQ

Q
, (2.10)

whereQ = Qµ is the local quality factor for shear modulus. Assuming local Q perturbations are due

to temperature perturbations,δQ/Q can be related to perturbations in temperatureδT in eq. (2.9),

yielding
(

δVS
VS

)

3−DQ

=
α

Qπ
ln

(

ω

ω0

)

E∗ + PV ∗

RT 2
δT. (2.11)

The temperature partial derivative in eq. (2.8) can be used to find the associated velocity perturbations

at the referenceQ value,

(

δVS
VS

)

3−DQ

=
α

Qπ
ln

(

ω

ω0

)

E∗ + PV ∗

RT 2

(

∂ lnVS
∂T

)−1 (
δVS
VS

)

3−DV

. (2.12)

To the first order assuming thermal anomalies, fractional perturbations in anelastic dispersion in-

troduced by local variations in anelasticity(δVS/VS)3−DQ are related to fractional perturbations in

S-wave velocity(δVS/VS)3−DV at the referenceQ. This relation is not linear but dependent upon

the backgroundQ value as well as temperatureT . In Fig. 2.12, we calculate local 3-D anelastic dis-

persions(δVS/VS)3−DQ associated with velocity variations(δVS/VS)3−DV in the range of -3% – 3%

for referenceQ and temperature values at depths of 100 km, 150 km, 200 km, 300km and 400 km.

We use an iterative approach and update temperature,Q and the partial derivative∂ lnVS/∂T in the

calculations of(δVS/VS)3−DQ until eq. (2.12) converges. The mineralogical parameters as well as the

reference thermal structure have been described in sect. 2.3.1.
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Figure 2.12: Predicted elastic velocity perturbations versus anelastic velocity perturbations for 100-second
shear waves calculated using equation (2.12) at different depths usingan iterative approach. The relation
between elastic and anelastic velocity perturbations is not linear and the ratio between anelastic and elastic
velocity perturbations becomes larger for “hot” anomalies. For example, ata depth of 100 km, 2% “elas-
tic” velocity reduction is associated with 0.54% “anelastic” velocity reduction, while 2% “elastic” velocity
increase is associated with 0.46% “anelastic” velocity increase. The ratio between anelastic and elastic ve-
locity perturbations also depends upon the backgroundQ value, for example, the ratio increases from 0.22
at 400 km (referenceQ = 157.6) to 0.28 at 150 km (referenceQ = 81.7). Note that these calculations are
for local perturbations in velocity andQ, and can not be directly compared with phase-delay measurements
as surface-wave delays are integrated effects of local perturbationsover depth as well as over the ray path.

The relation between local perturbations in(δVS/VS)3−DQ and(δVS/VS)3−DV in Fig. 2.12 is gen-

erally consistent with our surface-wave phase delay measurements — the ratio between(δVS/VS)3−DQ

and(δVS/VS)3−DV is roughly between 0.13 and 0.28. The curves flatten out for large negative per-

turbations in−(δVS/VS)3−DV, indicating that the effects of 3-D anelastic dispersion infast (cold)

regions are not as significant as in slow (hot) regions for thesame amount of absolute perturbations in

local (δVS/VS)3−DV. For example, when temperature increases, 1% “elastic” S-wave velocity reduc-

tion at a depth of 100 km is associated with 0.26% “anelastic”velocity reduction, while 2% “elastic”

velocity reduction is associated with 0.54% “anelastic” velocity reduction. In the case of temperature

decrease, 1% “elastic” velocity increase is associated with 0.24% “anelastic” velocity increase, and

2% “elastic” velocity increase is associated with 0.46% “anelastic” velocity increase. This is consis-

tent with the “flattening” of anelastic phase advances observed for the continental paths as described

in sect. 2.6.

It is important to point out this analysis is based purely upon local perturbations inQ and velocity.
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The curves in Fig. 2.12 can not be directly compared with phase delay measurements as surface-wave

phase delays are integrated effects of local perturbationsover depth as well as over the ray path. For

example, large surface-wave phase delays in 3-D velocity models do not necessary correspond to large

local velocity perturbations but may be a result of surface waves propagating though large provinces

of weak anomalies.

2.8 Conclusion

We investigate the effects of lateral variations in anelasticity (Q) on long-period surface-wave phase

delays by simulating wave propagation in earth models with 3-D wavespeed structures and 3-DQ

structures using the Spectral Element Method (Komatitsch &Tromp, 1999, 2002). We compare

phase delays caused by 3-DQ structure with phase delays caused by 3-D wavespeed structure and

conclude that 3-DQ structures in the mantle have significant effects on long-period surface-wave

phase delays. At a period of 100 seconds, the ratio between phase delays caused by 3-DQ structure

and those caused by 3-D velocity structure is roughly between 0.21-0.24, indicating that roughly 15-

20% of observed phase delays are due to 3-DQ structure. These effects have so far been ignored in

present-day tomographic studies and may have led to biased tomographic structures. The coupling

between elastic and anelastic effects in surface-wave travel times indicates that a joint inversion of

3-D velocity and 3-DQ structure using both travel times and amplitudes is necessary. The resulting

self-consistent 3-D velocity and 3-DQ models will be very helpful in mapping lateral thermal and

compositional heterogeneities in the upper mantle.

Our numerical experiments show that 3-D anelastic dispersion effects on surface-wave phase de-

lays depend upon the frequency of the waves due to local S-wave anelastic dispersion, frequency-

dependent depth sensitivity of surface waves as well as the depth distribution ofQ anomalies. The

3-D anelastic effects generally increase with increasing wave period and the frequency dependence
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is most apparent in the period range between 60 – 150 seconds in our numerical experiments asQ

variations are the strongest in the asthenosphere.

In a thermal model, the significance of the 3-D anelastic dispersion effects depend upon mineral-

ogy parameters, i.e., activation energy and activation volume. The 3-DQ model used in this chapter

is constructed using the 3-D wavespeed model S20RTS assuming that both velocity andQ pertur-

bations are due to temperature variations. Delay times introduced by the 3-D velocity structure and

those introduced by the corresponding 3-DQ structure are therefore correlated, but the correlation

is not linear: the ratio between anelastic and elastic delays (or advances) becomes larger for “hotter”

anomalies than for “colder” anomalies.
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Chapter 3

The effects of 3-D anelasticity (Q) structure

on surface wave amplitudes

(An edited version of this chapter has published by RAS. Ruan, Y. and Zhou Y., The effects of 3-D

anelasticity (Q) structure on surface wave amplitudes, 2012,Geophys. J. Int. 189, 967-983.)

3.1 Introduction

The anelasticity of Earth material causes energy dissipation of seismic waves through internal friction

and it is often measured by the quality factorQ. In the past decades, progress made in mineral physics

has allowed laboratory studies of anelasticity of upper-mantle minerals under high temperature and

high pressure. Recent mineralogical experiments show that variations in temperature, water content,

and composition have very different effects on seismic wavespeed and anelasticity in the Earth’s

mantle (e.g., Isaak, 1992; Jacksonet al., 1992; Karato & Spetzler, 1990; Jackson, 2000; Jacksonet

51



Chapter 3. The effects of 3-D anelasticity (Q) structure on surface wave amplitudes

al., 2002; Karato, 2003; Faul & Jackson, 2005). Therefore high resolution 3-D anelastic structures,

together with 3-D elastic wave speed structures, can provide important constraints on the thermal and

chemical state of the Earth’s interior.

The propagation of seismic waves can be affected by perturbations in both elastic and anelastic

properties, therefore, seismic travel times and amplitudes depend upon both wave speed and anelas-

ticity. In mapping lateral heterogeneities in the Earth’s interior, seismic travel times are usually used

to invert for wave speed and amplitudes are used to map anelasticity. In extending the finite-frequency

theory of surface-wave anelasticity (Dahlen & Zhou, 2006) to account for anelastic dispersion, Zhou

(2009) pointed out the importance of accounting for coupling of elastic and anelastic effects in both

travel times and amplitudes and suggested that joint tomographic inversions of 3-D wave speed and

3-D anelasticity structures are necessary for long-periodsurface waves.

It has been long recognized that anelasticity can affect travel times of seismic waves by anelas-

tic dispersion (e.g., Liuet al., 1976; Kanamori & Anderson, 1977). However, in 3-D wave speed

tomography, seismic travel times are typically used without considering anelastic dispersion caused

by 3-D anelastic structures. Ruan & Zhou (2010) showed that anelastic dispersion due to lateral

perturbations inQ can cause 15-20% of the observed phase delays (travel times)in long-period sur-

face waves. Ignoring anelastic dispersion in surface wave inversions may therefore lead to biased

tomographic models. In resolving the 3-DQ structures of the mantle, the difficulty is that elastic

focusing and defocusing caused by 3-D wave speed structurescan strongly affect seismic amplitudes

(e.g., Woodhouse & Wong, 1986; Romanowicz, 1998; Selby & Woodhouse, 2000; Dalton & Ekström,

2006a,b; Yang & Forsyth, 2006; Zhou, 2009). To date, the relative importance of elastic focusing and

anelastic effects have not been well understood. In global anelastic tomography, different research

groups take different approaches in handling elastic focusing/defocusing effects on amplitude (e.g.,

Dureket al., 1993; Romanowicz, 1995; Bhattacharyyaet al., 1996; Selby & Woodhouse, 2002; Gung

& Romanowicz, 2004; Dalton & Ekström, 2006b). The additional anelastic focusing/defocusingef-
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fects associated with anelastic dispersion have always been ignored. Although the resulting 3-DQ

models are comparable in magnitude, large-scale features can differ greatly from each other (e.g.,

Gung & Romanowicz, 2004; Daltonet al., 2008). More recently, there has been growing interest

in modeling 3-D anelastic effects on seismic travel times and amplitudes through numerical wave

propagation using currently available 3-DQ models (e.g., Savageet al., 2010).

In this study, we quantify the effects of anelastic (Q) and elastic structures on surface wave ampli-

tudes through numerical wave propagation simulation usinga Spectral Element Method (Komatitsch

& Tromp, 1999, 2002a,b). Investigations of surface wave phase delays based upon the same simu-

lations have been documented in Ruan & Zhou (2010). The effects of anelasticity are Incorporated

using an absorption band model with three standard linear solids (Savageet al., 2010). The Earth’s

bulk quality factor (Qκ) is orders of magnitude larger than the shear quality factor(Qµ), and the sensi-

tivity of Rayleigh waves to perturbations inQκ is very weak; for Love waves, the sensitivity is zero. In

this chapter, we consider lateral heterogeneities only inQµ and ignore perturbations inQκ, andQ in

this chapter refers toQµ hereinafter. We simulate wave propagation in Earth models with and without

the presence of 3-D heterogeneities, and measure the amplitude perturbations in fundamental-mode

surface waves caused by 3-D wave speed structures as well as those caused by 3-DQ structures. Our

amplitude measurements based on the 3-D models show that theeffects of 3-D wave speed structures

and 3-DQ structures are comparable in short-period surface waves, and the effects of 3-D wave speed

structures are dominant in long-period surface waves.

In ray theory, amplitude perturbations due to 3-D heterogeneities can be decomposed into three

contributing effects: elastic focusing and defocusing, anelastic attenuation, and anelastic focusing

and defocusing. We calculate ray-theoretical amplitude perturbations in 3-D wave speed and 3-DQ

models. Ray-theoretical calculations confirm that elastic focusing dominates amplitude perturbations

in 3-D models used in this study. In addition, we shows that the effects of anelastic attenuation are less

significant compared to anelastic focusing/defocusing effects in long-period surface waves. Finally,
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we discuss the uncertainties in mineralogical parameters used in the numerical experiments.

3.2 Wave propagation in 3-DQ and 3-D wave speed models

In this section, we will briefly review Earth models and numerical wave propagation experiments used

to quantify the effects of 3-D anelasticity and 3-D wave speed structures on surface waves. The same

models have been used to quantify the effects of anelastic dispersion on travel time in Ruan & Zhou

(2010). We construct a 1-D referenceQ model based upon a reference geotherm assuming half space

cooling of an adiabatic mantle. Parameters are shown in Table 3.1. The reference geotherm profile

is plotted in Fig. 3.1. The corresponding reference 1-DQ model then can be constructed from the

reference geotherm assuming a thermally activated mechanism of anelasticity (Jackson & Anderson,

1970; Karato & Spetzler, 1990),

Q(ω, T ) = A exp

[

α (E∗ + PV ∗)

R T

]

, (3.1)

where the activation energyE∗ = 470 KJmol−1 and activation volumeV ∗ = 17 cm3mol−1 are esti-

mated from laboratory studies of upper mantle minerals (e.g., Olivine). The constantA is chosen so

that the referenceQ model is close to model PREM (Fig. 3.1).

Table 3.1: Geothermal parameters used for reference temperature profile.

Parameters Values
Surface temperatureTs 0 ◦C
Mantle temperatureTm 1300◦C
Thermal diffusivityκ 1×10−6m2s−1

Cooling ageτc 60 Myr
Adiabatic gradient 0.5 ◦C/km

Assuming a purely thermal origin of lateral perturbation inboth wave speed and anelasticity (Q),

we follow Ruan & Zhou (2010) and calculate temperature perturbations that correspond to shear wave
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speed perturbations in model S20RTS (Ritsema & Van Heijst, 2000) using the temperature partial

derivative of shear-wave speed (e.g., Karato, 1993; Ruan & Zhou, 2010),

∂ lnV

∂T
=
∂ lnV0
∂T

− 1

Qπ

E∗ + PV ∗

RT 2
. (3.2)

The temperature partial derivative∂ lnV/∂T depends onQ, so an iterative approach was used to

compute perturbations inQ. The root-mean-square (rms) of the wavespeed and Q models are plotted

in Fig 3.1 as a function of depth, and 3-D wavespeed and 3-DQmaps at a depth of 100 km are plotted

in Fig. 3.2(a) and (b). The root-mean-square strength ofδ lnQ−1 in theQ model is comparable to

recent tomographic 3-DQ models (e.g., Daltonet al., 2008). Assuming current global tomographic

3-D Q models are correct in order of magnitude, our 3-DQ model should be reasonable for the

investigation of 3-D anelastic effects on surface waves. The advantage of using the wave-speed-

convertedQ model is that theQ model is highly correlated with the 3-D wave speed model S20RTS,

which allows us to investigate correlations between their corresponding effects.

We investigate the effects of 3-D wave speed and 3-DQ structures on surface wave amplitudes

through wave propagation simulation in four different Earth models (Table 3.2) using a Spectral El-

ement Method (Komatitsch & Tromp, 1999, 2002a,b). To examine the elastic focusing/defocusing

effects on surface-wave amplitudes due to 3-D wave speed structures, we measure amplitude differ-

ences between synthetic seismograms generated in model (I)— 1-D velocity and 1-DQ (PREM) and

model (II) — 3-D velocity and 1-DQ (S20RTS). TheQ structures in model (I) and (II) are identical,

therefore the measured perturbations in surface-wave amplitudes are due to the 3-D velocity struc-

tures, i.e.,(A3−DV − A1−DV)/A1−DV or elastic δ lnA. In the case of examining the effects of 3-DQ

structures (“anelastic effects ” hereinafter), we measureamplitude perturbations between synthetic

seismograms generated in model (III) — 3-D velocity and 1-DQ and model (IV) — 3-D velocity and

3-D Q. The velocity structures are identical in these two models so the amplitude perturbations are

due to the 3-DQ structures, i.e.,(A3−DQ − A1−DQ)/A1−DQ or anelastic δ lnA. The 1-D and 3-DQ
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models are shown in Figs 3.1 and 3.2.

Table 3.2: Models used for 3-D SEM wave propagation simulation

Model Velocity Anelasticity (Q)
Elastic effects I 1D (PREM) 1D (PREM)

II 3D (S20RTS) 1D (PREM)
Anelastic effects III 3D (S20RTS) 1D (Q1DMM)

IV 3D (S20RTS) 3D (Q3DMM)

We use twelve earthquake events and 801 seismic stations in our numerical simulations to provide

a good global path coverage (Fig. 3.2). For each event, wave propagation simulations are run for all

four models in Table 3.2. Examples of synthetic seismogramsfrom SEM simulations and associated

ray paths are plotted in Fig. 3.3. The transverse and vertical component seismograms at station BMN

have been bandpass filtered between 8 and 15 mHz. The top two seismograms in Fig. 3.3(a) and (b)

show amplitude perturbations caused by 3-DQ structures, while the bottom two seismograms show

amplitude perturbations caused by 3-D wave speed structures. Amplitude variations measured at a

period of 100 s (10 mHz) are shown beneath each two traces. Forthe transverse component (Love

waves), lateral variations inQ cause a 3.5% increase in amplitude while variation in wave speed cause

a 133.7% increase in amplitude. In the vertical component (Rayleigh waves), the 3-DQ and 3-D wave

speed structures increase amplitude by -1.3% and 42.5% respectively. This indicates elastic effects on

surface wave amplitudes, i.e., focusing/defocusing, can be much stronger than anelastic attenuation.

In this example, both Love waves and Rayleigh waves show a strong elastic focusing (amplification)

on amplitudes as they propagate through strong slow anomalies. We assume lateral heterogeneities

in the Earth models are thermally-originated, therefore a slow anomaly is associated with a lowQ

anomaly where strong anelastic attenuation is expected (decrease in amplitude). However, synthetic

seismograms show a slight increase in the amplitude of Love waves and a negligible decrease in

the amplitude of Rayleigh waves. Such unexpected variation indicates anelastic focusing effects

associated with anelastic dispersion are strong enough to cancel out the attenuation effects. The

details of wave focusing effects associate with anelastic dispersion will be discussed in section 3.5.
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Amplitude measurements as a function of wave period are shown in Fig 3.3(d) and (e) for Love waves

and Rayleigh waves respectively. The strong frequency dependence of amplitude perturbations will

be discussed in sections 3.4 and 3.5.
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Figure 3.1: (a) Reference 1-D temperature model derived assuming halfspace cooling of an adiabatic mantle.
Adiabatic thermal gradient is0.5 ◦C/km, and geothermal parameters are shown in Table 3.1. (b) Reference
Q model (Qµ) constructed using the reference geotherm and mineralogical parameters E∗ = 470 KJ/mol
andV ∗ = 17 cm3/mol. PREMQµ is also shown in dashed line for reference (Dziewonski & Anderson,
1981). (c) Depth profile of1/Q where gray bars indicate root-mean-square (rms) variations of1/Q at
various depths in 3-DQ model. (d) Root-mean-square (rms) of 3-D wave speed andQ models as a function
of depth.
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(a) 3-DVS model at 100 km
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(b) 3-DQ model at 100 km
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Figure 3.2: (a) 3-D shear wave speed model S20RTS (Ritsema & Van Heijst, 2000) at adepth of 100 km.
(b) 3-D anelasticity (Q) model at a depth of 100 km, the perturbation magnitude ofQ−1 are comparable
to recent tomographic models (e.g., Daltonet al., 2008). Note that perturbations inQ model and wave
speed model are correlated as we assume both of them are caused by temperature variations. (c) Ray paths
used in numerical simulations. Locations and focal mechanisms of the twelve earthquakes are indicated by
beachballs.
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Figure 3.3: (a) transverse and (b) vertical components of synthetic seismograms at station BMN, bandpass
filtered between 8 to 15 mHz. Top seismogram pairs show effects due to anelastic perturbations, black seis-
mograms are generated using model (III)–3-D velocity and 1-DQ, red seismograms are generated using
model (IV)–3-D velocity and 3-DQ. Bottom seismogram pairs show differences due to elastic perturba-
tions: black seismograms are generated using model (I)–1-D velocity and 1-D Q; red seismograms are
generated using model (II)–3-D velocity and 1-DQ. Amplitude perturbations measured at 100 seconds
using a multi-taper technique are indicated below the trace pairs. The ray pathof the seismograms is shown
in (c) and measured elastic and anelastic amplitude perturbations as a functionof period are plotted in (d)
for Love waves and (e) for Rayleigh waves.
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3.3 Measurements of surface wave amplitude variations

To reduce bias in spectral estimation, we measure surface-wave amplitude perturbations using a multi-

taper method (MTM) (Laske & Masters, 1996; Zhouet al., 2004). In this study, five 2.5-π prolate

spheroidal eigentapers (Slepian, 1978) are used. Seismograms measured with these eigentapers have

their spectra narrowly concentrated around the central frequency. Amplitude perturbations and as-

sociated errors are estimated by least-square fitting of measurements made with the five orthogonal

tapers. We measure fundamental-mode surface wave amplitude perturbations at frequencies (periods)

from 5 mHz (200 s) to 20 mHz (50 s).

Time windows are chosen for each seismogram to include grouparrivals of surface waves at the

period of measurement, and to exclude higher-mode surface waves whenever possible. The spectra of

windowed seismograms depend on the time window applied in making measurements. To examine

the effects of windowing on amplitude measurements, we compare amplitude perturbations of 100-s

Rayleigh waves measured with different time windows. We start with a measurement window that

is approximately five times as long as the period of the wave (∼500 s) centered at the arrival of

the fundamental-mode surface wave, we then extend the length of the window by 150 seconds in

both directions to make it a longer window (∼ 800 s), and the third measurement window is 1100 s

centered at the same arrivals. Examples of measurement timewindows as well as amplitude variations

caused by different measurement time windows are shown in Fig. 3.4. Overall, amplitude variations

due to differences in window length can be significant, especially when windows are extended to

include higher-mode energy. A longer time window can increase the resolution of amplitude spectra,

however, it may also increase the risk of higher-mode contamination. In this study, we carefully

choose measurement windows to strike a balance between goodspectra resolution and minimum

higher-mode contamination. Due to the dispersion of surface waves, we select measurement windows

based on visual examination of seismograms band-pass filtered at two different frequency bands, 20-
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10 mHz (50-100 s) and 5-10 mHz (100-200 s). The final hand-picked measurement windows range

from 600-800 seconds in the period range between 50-100 s and1000-1600 seconds in the period

range between 100-200 s respectively.

Fundamental-mode surface waves in model PREM and S20RTS havedifferent group arrival times.

This often makes it difficult to exclude higher-mode surfacewaves in determining the time window

for measurements, especially in the case of Love waves. To examine the possible effects of includ-

ing higher-mode surface waves in the measurement window, wecompare measurements made with

and without higher-mode surface waves. In the case with higher modes, we measure amplitude per-

turbations between seismograms generated in model PREM and S20RTS using SEM, therefore both

seismograms include all seismic phases. In the case withouthigher modes, we measure amplitude

perturbations between fundamental-mode-only seismograms generated in model PREM using sur-

face wave mode calculations and seismograms generated in model S20RTS using SEM. Amplitude

measurements made with and without higher modes for 100-s Love waves and 100-s Rayleigh waves

are shown in Fig. 3.5. Higher-mode surface waves have some effects on Rayleigh wave amplitudes

(Fig. 3.5(b)), but in general they are not significant compared to uncertainties in measurements. The

effects of higher-mode surface waves are stronger in Love waves than in Rayleigh waves (Fig. 3.5(a)).

This is expected because fundamental-mode Rayleigh waves travel much slower than higher-mode

Rayleigh waves, but the difference in traveling speed between fundamental-mode Love waves and

higher-mode Love waves are much smaller and therefore they are not well separated in seismograms.

It’s also noteworthy that amplitudes of fundamental-mode and higher-mode surface waves are caused

by the same subsurface structures but with different depth sensitivity. Unless the structure varies

rapidly with depth, bias introduced by high-mode contamination will be limited, as shown in Fig. 3.5.

In Fig. 3.5, the calculations are for an extreme case and effect of higher-mode contamination is in

general less significant in the measurements that we will discuss in section 3.4.

The excitation of surface wave amplitudes by a moment tensorsource depends on local structure at
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the source. In 3D models, local structures in source regionsare often different from that in 1D models.

In Fig. 3.6, we show that the effects of source radiation differences on surface wave amplitudes are not

significant as we have excluded paths close to nodal planes where source local structures may have

stronger influences on source excitations. The amplitude variations due to direct source excitation

differences are generally smaller than measurement error bars.
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Effects of time window in amplitude measurements
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Figure 3.4: Comparison of elastic amplitude variations ((A3DV − A1DV )/A1DV ) of 100 s Rayleigh waves
measured with different time windows. (a) shows amplitude perturbations measured using 500-second time
windows plotted against measurements made with 800-second time windows, and(b) is the same as (a) but
for 800-second time windows and 1100-second time windows. Examples of timewindows are shown in
(c) for a seismogram at station BMN. The seismogram is the same as in Fig.3.3 (b) but bandpass filtered
between 4 mHz and 20 mHz. Amplitude perturbations measured using differentwindows show significant
differences, especially when the time window is long enough to include significant higher-mode energy.
Time windows in our study are chosen to provide a good spectra resolution but minimum higher-mode
contamination.
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Effects of higher modes in amplitude measurements

(a) 100-second Love waves
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(b) 100-second Rayleigh waves
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Figure 3.5: Comparison between amplitude perturbation measurements with and without higher-mode surface
wave effects. (a) Amplitude measurements made using single-mode reference seismograms plotted against
measurements made with multi-mode reference seismograms for 100-s Love waves. In single-mode refer-
ence measurements,δ lnA is measured between fundamental-mode-only seismograms generated in PREM
using surface wave mode calculations and seismograms generated in model S20RTS using SEM. In multi-
mode reference measurements,δ lnA is measured between seismograms generated in PREM and S20RTS
using SEM. (b) is the same as (a) but for 100-s Rayleigh waves.
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Figure 3.6: Examples of 100-s Rayleigh-wave amplitude measurements made with and withoutcorrections of
source radiation differences between 1-D and 3-D models for (a) anelastic models and (b) elastic models.
The effects of source radiation differences on amplitudes are not significant compared to measurement error
bars.
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3.4 3-D anelastic effects on surface waves and frequency depen-

dence

It’s well known that amplitudes of seismic waves can be affected by the magnitude of earthquakes,

geometrical spreading, source radiation pattern, wave attenuation and focusing/defocusing effects. In

this study, we focus on amplitude perturbations caused by wave attenuation and focusing/defocusing

effects, and quantify the effects of 3-D wave speed and 3-DQ structure as a function of wave period.

Lateral perturbations in wave speed affect the amplitude ofseismic waves through elastic focus-

ing/defocusing without energy loss. In the presence of 3-D anelastic heterogeneities, amplitude of

seismic waves can be attenuated due to energy loss caused by internal friction in mantle materials.

In addition to anelastic attenuation, anelastic structures also cause physical dispersion, introducing

additional focusing/defocusing effects which we have referred to asanelastic focusing/defocusing.

Anelastic focusing/defocusing effects strongly depend upon wave frequency because of physical dis-

persion. It’s worth emphasizing that this type of focusing effects is associated with 3-DQ structures.

In Fig. 3.7, we compare Love- and Rayleigh-wave amplitude variations caused by 3-D wave

speed structures, elasticδ lnA and those caused by 3-DQ structures, anelasticδ lnA. Vertical and

horizontal coordinates in the scatterplot represent elastic δ lnA and anelasticδ lnA measured for the

same source-receiver pair. Black crosses on each dot show themeasurement errors estimated using

multi-taper technique. We exclude measurements with largeerror bars, which leaves approximately

3,000 to 6,000 measurements in each scatterplot.

Our measurements show that 3-D anelastic effects on surfacewave amplitudes are frequency de-

pendent; anelastic effects in long-period surface waves are much weaker than in short-period surface

waves. For 50-s Love waves (Fig. 3.7(a)), anelastic effectson amplitude are comparable to elastic

effects, and they are in general negatively correlated. Forsurface waves at longer periods (100 s and

200 s), 3-DQ structures cause much smaller amplitude perturbations than 3-D wave speed structures,
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i.e., anelastic effects on amplitudes are much weaker than elastic focusing. In addition, the correlation

between anelastic effects and elastic focusing is positive, indicating that the dominant effect of 3-DQ

structures is anelastic focusing rather than attenuation as anelastic focusing correlates positively with

elastic focusing. Similar patterns are seen in Rayleigh waves (Fig. 3.7). In 50-s Rayleigh waves, the

effects of 3-D wave speed and 3-DQ structures are almost equally important, and they show roughly

a negative correlation. In 100-s and 200-s Rayleigh waves, the anelastic effects become much weaker

than elastic focusing/defocusing effects, and correlate positively with elastic focusing effects.

To better illustrate the relative importance of elastic andanelastic effects, we calculate the average

absolute amplitude perturbations caused by 3-D wave speed and 3-DQ structures at periods of 50 s,

100 s, 150 s and 200 s (Fig. 3.8). The average absolute amplitude perturbation is defined as

|δ lnA|ave =
1

N

N
∑

i=1

|δ lnAi|. (3.3)

The black bars in Fig. 3.8 indicate amplitude perturbationscaused by 3-D wave speed structures

(elasticδ lnA), while the gray bars are those caused by 3-DQ structures (anelasticδ lnA). At all pe-

riods, elasticδ lnA is larger than anelasticδ lnA except for short-period (50 s) Rayleigh waves where

anelastic effects on amplitudes are comparable to elastic focusing effects. This is expected because

50-s Rayleigh waves are more sensitive to the lowQ zone (Fig. 3.7), and therefore experience stronger

attenuation in amplitude than Love waves. At longer periods(> 100 s), anelastic effects decrease very

quickly with increasing wave period, and elastic focusing/defocusing effects dominate surface-wave

amplitude variations. We conclude that focusing/defocusing caused by 3-D wave speed structures

are the dominant effects in surface wave amplitudes, tomographic studies without full consideration

of focusing/defocusing effects may strongly bias tomographic results. In current 3-DQ tomographic

studies, elastic focusing/defocusing effects are sometimes ignored (e.g., Gung & Romanowicz, 2004).

This does not simply imply that tomographicQ perturbations have been overestimated because to-
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mography is often an ill-posed problem due to limited data coverage, noise in data as well as errors in

tomographic theory. How errors in tomographic theory are mapped into tomographic models depends

on regularization (damping or smoothing) applied in inversions.

The correlation between elastic and anelastic effects on amplitude variations is frequency depen-

dent (Fig. 3.7). At 50 seconds, the correlation between anelastic and elastic effects is largely negative;

while at longer periods (> 100 s) the correlation becomes positive. We have assumed lateral hetero-

geneities in the models are purely thermal, therefore a slowanomaly is associated with a hot region

where strong attenuation is expected. A slow anomaly along aray path will result in elastic focusing

(amplification) and therefore an increase in amplitude, while the higher-than-normal temperature of

the anomaly will lead to stronger anelasticity. If we assumethe dominant effect of a lowQ region is

anelastic attenuation, anincrease in elasticδ lnA should correspond to adecrease in anelasticδ lnA,

and one should expect a “negative” correlation between anelastic and elastic effects on amplitude.

At short period (50 s), the correlation between elastic focusing and anelastic effects is in general

negative, the correlation coefficient is−0.05 in Love waves and−0.38 in Rayleigh waves. It’s known

that elastic focusing/defocusing effects are associated with the roughness (second spatial derivative)

of 3-D wave speed structures and the attenuation of amplitudes is associated with 3-DQ structures;

lateral variations inQ structures and roughness of wave speed structures are not necessarily well

correlated, which explains the small correlation coefficients at short periods where anelastic effects

are dominated by wave attenuation.

The correlation between anelastic and elastic effects becomes positive in long-period surface

waves (100 s and 200 s). While the positive correlation seems to be “counter-intuitive”, it can be

well explained by 3-D anelastic focusing/defocusing effects associated with additional wave speed

perturbations caused by anelastic dispersion. In anelastic material, relaxation of elastic moduli de-

pends upon the frequency of the waves, resulting in frequency-dependent wave speed, i.e., anelastic
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dispersion (Dahlen & Tromp, 1998):

c(ω) = c(ω0)

[

1 +
1

πQ
ln

(

ω

ω0

)]

, (3.4)

wherec(ω0) is the wave speed at a reference angular frequencyω0, andQ is the quality factor. In the

presence of 3-DQ anomalies, anelastic focusing effects are associated withthe roughness (second

spatial derivative) of 3-DQ structures. In our Earth model, lateral perturbations inQ and wave speed

structures are well correlated, so do the roughness structures of 3-DQ and 3-D wave speed models,

therefore a positive correlation between elastic focusingand anelastic effects is expected when the

dominant effect of 3-DQ structures is anelastic focusing. At long period (> 100 s), the positive cor-

relation indicates 3-DQ structures affect surface-wave amplitudes mainly throughanelastic focusing

and anelastic attenuation is minimum.

It is worth noting that wave speeds in anelastic media have been decomposed into “elastic speed”

(speed at a reference frequency) and “anelastic speed” associated with additional physical dispersion.

At the reference frequencyω0, “anelastic speed” is strictly zero and independent of Q perturbations

(eq. 3.4). The effects of Q perturbations on wavespeed at thereference frequency are included in

“elastic wavespeed”. If the reference frequency is close tothe high-frequency end of a mantle absorp-

tion band model, the “elastic speed” will be close to wave speed associated with unrelaxed modulus.

In this chapter, we have chosen a reference frequency of 1 Hz for two reasons: (1) mantle models are

often developed at a reference frequency of 1 Hz due to limited bandwidth of teleseismic data and

(2) our calculations at 1-Hz reference frequency will provide a lower limit estimates of 3-D anelastic

dispersion effects in surface wave amplitudes.
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Anelastic effects vs. elastic effects on amplitudes
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(b) 50 s Rayleigh waves
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(d) 100 s Rayleigh waves
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(f) 200 s Rayleigh waves

−1.0

−0.5

0.0

0.5

1.0

an
el

as
tic

 δ
ln

A

−1.0 −0.5 0.0 0.5 1.0

elastic δlnA

0

100

200

300

400

∂c/∂β

D
ep

th
 (

km
)

Figure 3.7: Comparison between anelastic and elastic effects on Love- and Rayleigh-wave amplitudes at pe-
riods of 50 s, 100 s, and 200 s. Measurement error bars are estimated from multi-taper analysis. Radial
sensitivity (∂c/∂β) of fundamental-mode Love and Rayleigh waves are also plotted for reference. At 50
s, the anelastic effects on amplitudes are comparable to elastic effects, they are in general negatively corre-
lated. At longer periods (100 s and 200 s), anelastic effects become weaker with increasing wave period,
and begin to show a positive correlation with elastic effects. Anelastic effects in 50- and 100-sec Rayleigh
waves are stronger than in Love waves due to its stronger sensitivity to the low Q zone.
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Anelastic effects vs elastic effects on surface wave amplitude
(a) Love waves
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Figure 3.8: Comparison between the anelastic and elastic effects on surface wave amplitudes as a function of
periods. The average amplitude perturbations,|δ lnA|, are calculated using eq. (3.3). Anelastic effects are
less significant than elastic focusing on amplitudes except for in short-period (50 s) Rayleigh waves.
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(b) perturbations inQ−1 (100 s Rayleigh)
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Figure 3.9: (a) Perturbations in 100 s Rayleigh-wave phase velocity due to 3-D wave speed structures. (b)
Perturbations in 100 s Rayleigh-waveQ−1 due to 3-DQ structures; (c) and (d) are the corresponding power
spectra (eq. (3.9)) of perturbations in phase velocity andQ−1. Power density of perturbations in both
phase velocity andQ−1 models decreases with increasing harmonic degree, indicating that long-wavelength
anomalies are dominant in both models.
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3.5 Ray-theoretical predictions of surface wave amplitudes

In a 3-D Earth model with lateral variations in both wave speed and anelasticity (Q), amplitude

perturbations can be decomposed into three components in the framework of ray theory (Zhou, 2009),

δ lnA = δ lnAV foc + δ lnAQatt + δ lnAQfoc. (3.5)

The first term,

δ lnAV foc =
1

2 sin∆

∫ ∆

0

sin x sin(∆− x)∂2y
δc

c
dx, (3.6)

is the elastic focusing/defocusing term which depends on the roughness (second spatial derivatives)

of perturbations in phase velocity (δc/c).

The second term,

δ lnAQatt = − ω

2CQ

∫ ∆

0

δQ−1

Q−1
dx, (3.7)

accounts for wave attenuation which depends upon the perturbations of anelasticity (δQ−1).

The third term,

δ lnAQfoc =
c

2πCQ sin∆
ln

(

ω

ω0

)
∫ ∆

0

sin x sin(∆− x)∂2y
δQ−1

Q−1
dx, (3.8)

accounts for anelastic focusing/defocusing and depends upon the roughness of perturbations in anelas-

ticity. In the above equations,∆ is epicentral distance in radian,c andC are local phase and group

velocities measured inrad · s−1 on the unit sphere,Q is local Love-wave or Rayleigh-wave quality

factor,ω is angular frequency, and integrations are along the great circle ray path. It is worth empha-

sizing again that anelastic focusing in this chapter is defined with respect to the reference frequency

ω0. At the reference frequency, the third term is zero, it does not indicate thatQ perturbations have

no affect on amplitudes through anelastic focusing but thatthe effects have been included in “elastic
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focusing” caused by perturbations in “elastic speed” (speed at the reference frequency).

To calculate the ray-theoretical surface-wave amplitude variations caused by 3-D wave speed and

3-DQ structures, we construct local 1-D wave speed and Q models on2◦ × 2◦ cells. This produces

16,200 1-D local models for each of the 3-D models shown in Table 3.2. For each 1-D model, we

calculate phase velocities andQ values for both Love waves and Rayleigh waves at periods of 50 s,

100 s, 150 s, and 200 s by solving radial equations for spherically symmetrical Earths models. Phase

velocity maps (δc/c) associated with 3-D wave speed structures are calculated based on model I and

model II (Table 3.2). Example phase velocity maps (δc/c) andQ maps (δQ−1/Q−1) are shown in

Fig. 3.9(a) and (b) for 100 s Rayleigh waves. They are well correlated because both are derived from

a thermal model. Note that fractional perturbations inQ−1 are about one order of magnitude stronger

than in phase velocity. The power spectra of the phase velocity andQ maps are calculated as

Pl =
1

2l + 1

[

a2l0 +
l

∑

m=1

(a2lm + b2lm)

]

, (3.9)

wherealm andblm are the coefficients when the maps are decomposed using the real spherical har-

monics (Dahlen & Tromp, 1998, Appendix B),

ψ(θ, φ) =
∞
∑

l=0

[

al0Xl0 +
√
2

l
∑

m=1

Xlm(alm cosmφ+ blm sinmφ)

]

, (3.10)

whereψ(θ, φ) represents the perturbation field of phase velocity orQ−1. The power spectra are plotted

in Fig. 3.9(c) and (d) for 100 s Rayleigh waves. The power spectra of perturbations in both phase

velocity andQ−1 show that long-wavelength anomalies (l < 10) are the dominant features in both

models and the power spectra in general decrease with harmonic degree. Roughness of perturbations

in phase velocity andQ−1 (second spatial derivative) are calculated using surface Laplacian

∇2ψ =
∂2ψ

∂θ2
+ cot θ

∂ψ

∂θ
+

1

sin2 θ

∂2ψ

∂φ2
.
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(a) roughness of phase velocity (100 s Rayleigh)
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(b) roughness ofQ (100 s Rayleigh)
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Figure 3.10: Roughness of perturbations in (a) phase velocity and (b)Q−1 models for 100-s Rayleigh waves.
(c) and (d) are their corresponding power spectra, both show a flat spectra between harmonic degree 5
and 20, indicating larger-scale structures (l < 5) are relatively insignificant in the roughness maps. Two
roughness maps are well correlated with a correlation coefficient of−0.99.

Example roughness maps for 100 s Rayleigh waves are shown in Fig. 3.10. For bothQ−1 and phase

velocity models, the roughness maps show much smaller scalestructures than the perturbation fields

in Fig. 3.9, and, unlike the perturbation maps Fig. 3.9, there is no apparent difference between oceans

and continents. The roughness map ofQ−1 and the roughness map of phase velocity are well corre-

lated, and both roughness maps have flat spectra between degree 5 and 20; the largest scale structures

(l < 5) are relatively insignificant in roughness maps. Given thatmodel S20RTS contains structures

limited to harmonic degreel ≤ 20, we do not expect smaller-scale structures in both phase velocity

andQ−1 models and their roughness maps.

To calculate ray-theoretical predictions, we compute the second spatial partial derivative (rough-

ness) ofδc/c andδQ−1/Q−1 in the direction perpendicular to the geometrical ray path in the ray-
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coordinates by rotating the coordinates such that the source and receiver are on the equator. The

calculation of the second partial derivatives in path integration can be found in the Appendix.

Ray-theoretical calculations of amplitude perturbations confirm: (1) elastic focusing/defocusing

effects caused by 3-D wave speed structures dominate amplitude variations; and (2) anelastic effects

caused by 3-DQ structures are important at short period but decrease quickly at longer periods.

Fig. 3.11 shows the predicted 3-D elastic focusing/defocusing effects (δ lnAV foc) and 3-D anelastic

effects (δ lnAQatt + δ lnAQfoc) on Love and Rayleigh-wave amplitudes at 50 s, 100 s and 200 s. In

short-period surface waves (∼ 50 s), elastic focusing/defocusing effects are comparableto anelastic

effects, i.e.,δ lnAV foc is comparable to (δ lnAQatt + δ lnAQfoc). Elastic effects can cause an amplitude

perturbation of approximately±100% while anelastic effects can result in an amplitude perturbation

up to±75% in 50-s Rayleigh waves, and approximately±50% in 50-s Love waves. The anelastic

effects in Rayleigh waves are relatively stronger than in Love waves at 50 seconds due to their stronger

sensitivity in the lowQ zone. Elastic and anelastic effects at this period in general show a negative

correlation, consistent with SEM simulations in 3-D models. In long-period surface waves (> 100

s), elastic focusing/defocusing effects on amplitudes arethe dominant effects, i.e.,δ lnAV foc >>

(δ lnAQatt + δ lnAQfoc). While elastic focusing can cause±100% amplitude perturbations in both

Love and Rayleigh waves, anelastic effects cause approximately ±50% amplitude perturbations in

100 s Rayleigh waves and±35% in 100 s Love waves, and anelastic perturbations decrease toless

than±25% in both Love waves and Rayleigh waves at 200 seconds. At long periods, anelastic effects

and elastic effects are positively correlated.

To better understand the relative importance of anelastic focusing/defocusing and anelastic at-

tenuation in amplitude perturbations as a function of period, we plot anelastic attenuation,δ lnAQatt

and anelastic focusing,δ lnAQfoc, against elastic focusing,δ lnAV foc in Fig. 3.12. In 50 s Rayleigh

waves, as shown in Fig. 3.12(a), the effects of elastic focusing/defocusing and attenuation are compa-

rable (δ lnAV foc ∼ δ lnAQatt). In general, they are negatively correlated as expected. The correlation
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plot shows strong scattering. This is because attenuation (δ lnAQatt) depends upon perturbations in

Q−1 while elastic focusing/defocusing depends upon the roughness of phase velocity perturbations

(∂2yδ ln c). Although δ lnQ−1 and δ ln c are correlated,δ lnQ−1 (Fig. 3.9b) and the roughness of

δ ln c (Fig. 3.10a) are not well correlated. In Fig. 3.12(b), we compare anelastic focusing/defocusing

effects with elastic focusing/defocusing effects, and show that they are well correlated as expected

based upon the correlation between the roughness maps (Fig.3.10). Note the roughness∂2yδ ln c and

∂2yδ lnQ
−1 have opposite signs and theln(ω/ω0) term in eq. (3.8) is negative as we consider wave fre-

quency lower than reference frequency of 1 Hz. Therefore thecorrelation between the elastic focusing

and anelastic focusing effects is positive.

Ray-theoretical calculations show anelastic attenuation and anelastic focusing/defocusing effects

have different frequency dependence. Anelastic attenuation decreases quickly with increasing wave

period. At 50 s, anelastic attenuation in Rayleigh waves is comparable to elastic focusing/defocusing,

while at 200 s, anelastic attenuation is almost negligible compared with elastic focusing/defocusing

(δ lnAV foc >> δ lnAQatt) as shown in Fig. 3.12(a) and (c). The decrease of anelastic attenuation

with wave period is expected as long-period waves experience fewer cycles compared to short-period

waves. However, anelastic focusing/defocusing is much less frequency-dependent than anelastic at-

tenuation. In Fig. 3.12(d), anelastic focusing/defocusing effects (δ lnAQfoc) is about 20% of the elas-

tic focusing/defocusing effects (δ lnAV foc) in 200 s Rayleigh waves, this ratio is close to the ratio at

50 s. The frequency-independent ratio between elastic and anelastic focusing is a result of largely

frequency-independent correlation between velocity andQ models. The correlation coefficient be-

tween the roughness field of phase velocity and roughness field of Q−1 is −0.99 for 50 s Rayleigh

waves and−0.92 for 200 s Rayleigh waves.

We have assumed that mantle heterogeneities in wavespeed and anelasticity are caused by tem-

perature perturbations, therefore, the wave speed and anelasticity models as well as their roughness

maps are well correlated. In the mantle, variations in composition, water content and partial melting
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may also introduce seismic heterogeneities with roughnessstructures that may be different from those

caused by purely thermal (diffusion) process. In Fig. 3.13,we vary the roughness of the wavespeed

and Q models and compare elastic and anelastic ray-theoretical amplitudes. The smoother degree-

12 models used in the calculations are the same as the degree-20 models shown in Fig.3.9 but with

structures limited to spherical harmonic degreesl ≤ 12. Compared to calculations in degree-20 mod-

els (Fig. 3.11), the scatterplots in Fig. 3.13 show that elastic (or anelastic) focusing effects become

weaker in a smoother model where spherical harmonic degreel > 12 structures are excluded. This

is expected because overall model perturbations are weakerin degree-12 models. The correlation

between elastic and anelastic effects also becomes weaker when we compare calculations in degree-

12 wavespeed model and degree-20 Q model (or in degree-20 wavespeed model and degree-12 Q

model). However, the relative significance of elastic and anelastic effects as well as their frequency

dependent correlation are not particular sensitive to model roughness: at 50 seconds, the correlation

is largely negative and it becomes positive at longer periods.
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Ray-theoretical prediction of amplitude perturbations

(a) 50 s Love waves
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(d) 50 s Rayleigh waves
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(b) 100 s Love waves
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(e) 100 s Rayleigh waves
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(c) 200 s Love waves
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(f) 200 s Rayleigh waves
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Figure 3.11: Ray-theoretical predictions of 3-D anelastic and 3-D elastic effects on Love- and Rayleigh-wave
amplitude variations at periods of 50 s, 100 s and 200 s. At 50 seconds, (a) and (d), anelastic effects
on amplitudes are comparable to elastic effects (focusing/defocusing), and they are in general negatively
correlated. Anelastic effects on Rayleigh waves are stronger than Lovewaves due to their better sensitivity
to the lowQ zone in reference model. At 100 seconds, (b) and (e), anelastic effects become weaker and
the correlation between anelastic and elastic effects becomes positive. At 200 seconds, (c) and (f), anelastic
effects become very weak, and they are positively correlated with elastic effects.

77



Chapter 3. The effects of 3-D anelasticity (Q) structure on surface wave amplitudes

Anelastic focusing/defocusing vs. attenuation effects onRayleigh wave amplitudes

(a) δ lnAQatt vs. δ lnAV foc (50 s)
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(b) δ lnAQfoc vs. δ lnAV foc (50 s)
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(c) δ lnAQatt vs. δ lnAV foc (200 s)
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(d) δ lnAQfoc vs. δ lnAV foc (200 s)
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Figure 3.12: Comparison of anelastic attenuation (δ lnAQatt) and anelastic focusing/defocusing effects
(δ lnAQfoc) on Rayleigh wave amplitudes. (a) Anelastic attenuation (δ lnAQatt) versus elastic focus-
ing/defocusing (δ lnAV foc) on 50-s Rayleigh wave; they are comparable and in general negativelycorrelated.
(b) anelastic focusing/defocusing (δ lnAQfoc) versus elastic focusing/defocusing (δ lnAV foc), δ lnAQfoc is
much weaker thanδ lnAV foc and they are positively correlated. (c) and (d) are the same as (a) and (b)
but for 200-s Rayleigh waves. At long periods, anelastic attenuation is theleast significant effect, i.e.,
δ lnAQatt < δ lnAQfoc < δ lnAV foc.
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(a) 50 s Rayleigh waves
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(b) 100 s Rayleigh waves
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(c) 200 s Rayleigh waves
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Figure 3.13: Comparison of elastic and anelastic effects calculated in models with differentmodel roughness.
The degree-20 models are the same as in Fig. 3.9, and degree-12 models are the same as degree-20 models
but with structures limited to spherical harmonic degreel ≤ 12. Top row in each column shows elastic fo-
cusing in degree-20 model versus anelastic effects (attenuation and anelastic focusing) in degree-12 model.
Bottom row shows elastic focusing in degree-12 model versus anelastic effects in degree-20 model. Com-
pared to calculations in degree-20 models (Fig. 3.11), elastic (or anelastic)focusing effects become weaker
in degree-12 models, and the correlation between elastic and anelastic effects also becomes weaker when
we compare calculations in degree-12 wavespeed model and degree-20Q model (or in degree-20 wavespeed
model and degree-12 Q model). However, the relative significance of elastic and anelastic effects as well as
their frequency dependent correlation are not particular sensitive to model roughness.

79



Chapter 3. The effects of 3-D anelasticity (Q) structure on surface wave amplitudes

In conclusion, ray-theoretical calculations confirm that elastic focusing/defocusing effects on

surface-wave amplitudes caused by 3-D wave speed structures are comparable to anelastic effects

caused by 3-DQ structures at short periods (∼50 s); at longer periods (> 100 s), elastic focus-

ing/defocusing effects become dominant. Attenuation effects decrease quickly with wave period and

become the least significant effects on amplitude perturbations at long periods, weaker than anelastic

focusing/defocusing effects. Our calculations suggest that both elastic focusing and anelastic focusing

effects need to be taken into account when long-period surface-wave amplitude data are used in to-

mographic studies. The effects can be accounted for by jointinversions of wavespeed and Q structure

using finite-frequency sensitivity kernels in anelastic media (Zhou, 2009).

3.6 Effects of mineralogical parameters

The construction of the 1-D referenceQmodel and the 3-DQmodel both depend upon mineralogical

parameters. In this section, we experiment with two additional parameter sets to examine the de-

pendence of 3-D anelastic effects on mineralogical parameters. The additional sets of mineralogical

parameters,ML andMH are shown in Table 2.2, and their corresponding 1-DQ models,Q1DML

andQ1DMH are plotted in Fig. 2.8. Compared with PREMQ profile,Q1DML has much smaller

Q values whileQ1DMH has overall largerQ values. The PREM-like 1-DQ modelQ1DMM is

the model we used in Sections 3.3 and 3.4. Following the same algorithm discussed in Section 3.2,

we use the additional parameter sets (ML andMH) to construct the corresponding 3-DQ models,

Q3DML andQ3DMH, from the same 3-D wave speed model S20RTS. The 3-DQ models at a

depth of 100 km are shown in Fig. 3.14. We simulate wave propagation in these two additional global

Q models and make amplitude measurements following the same process as described in Section 3.3.

Comparisons of 3-D elastic effects and 3-D anelastic effectson both Love waves and Rayleigh

waves are shown in Fig. 3.14 as a function of period (50 s, 100 s, 150 s, and 200 s) for each mineralog-
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Effects of mineralogical parameters on 3-D Q models and anelastic effects on amplitudes
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(b) modelQ3DMM (100 km)
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(c) modelQ3DMH (100 km)
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Figure 3.14: Anelastic effects on surface wave amplitudes measured in three 3-D Q modelsgenerated us-
ing mineralogical parameter setsML, MM, andMH. (a), (b), and (c) are maps of perturbations inQ−1

(δ lnQ−1) at a depth of 100 km, the corresponding 1-D referenceQ models are shown in Fig. 2.8. (d),
(e), and (f) are comparisons between anelastic effects (gray bars) and elastic effects (black bars) on ampli-
tude perturbations of Love waves. Amplitude perturbations shown above each bar are the average absolute
values,|δ lnA| . (g), (h), and (i) are the same as (d), (e), and (f) but for Rayleigh waves. Measurements with
large error bars have been excluded. Although fractional perturbations inQ−1 are the smallest in model
Q3DML, the absolute amplitude perturbations are the largest among the models due to theassociated low
Q values in the reference modelQ1DML (Fig. 2.8).
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ical parameter set. The elastic focusing/defocusing effects on amplitudes (black bars) are identical in

these three groups but the anelastic effects (gray bars) areassociated with 3-DQmodels generated us-

ing different mineralogical parameter sets. The values above each bar are average absolute amplitude

perturbations (|δ lnA|).

Our measurements show that 3-D anelastic effects on short-period surface waves depend upon

mineralogical parameters. For 50 s Love waves in modelQ3DML (parameter setML), the average

amplitude perturbation|δ lnA| caused by 3-DQ structures is 0.14, this value decreases to0.12 in

modelQ3DMM and to0.11 in modelQ3DMH. A similar pattern is shown in 50-s Rayleigh waves:

the average amplitude perturbation|δ lnA| caused by 3-DQ structures is0.22 in modelQ3DML,

stronger than amplitude perturbations caused by 3-D wave speed structures (0.20), and decrease to

0.19 in Q3DMM and 0.15 in modelQ3DMH. At short periods, the dominant effect of 3-DQ

structures is anelastic attenuation which depends uponδQ−1. While fractional perturbationsδ lnQ−1

are the weakest inQ3DML, absolute perturbationsδQ−1 are the largest among the models. The

effects of variations in mineralogical parameters on anelastic amplitude perturbations are in general

small, especially at longer periods (> 100 s). This is because anelastic focusing becomes the dominant

anelastic effect at long periods, and it depends upon the roughness of perturbations inQ−1 which do

not vary greatly with mineralogical parameters, and moreover, anelastic attenuation and anelastic

focusing/defocusing have opposite effects on amplitudes.

3.7 Effects of measurement techniques

We have used Slepian multi-tapers to measure amplitude variations in frequency domain. The Slepian

multi-taper method (MTM) has been introduced in surface-wave measurements to reduce bias in spec-

tral estimates (e.g., Laske & Masters, 1996; Zhouet al., 2004). In Fig. 3.15, we compare amplitude

measurements of 50 s, 100 s, and 200 s Rayleigh waves made with box-car tapers, cosine (Hann)
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tapers and Slepian multi-tapers. The comparisons show thatamplitude measurements are depen-

dent upon measurement techniques. This is because different tapers emphasizes different part of the

seismogram in the measurement window. The differences in measurements can be minimized when

when surface waves group energy at measurement frequency arrives approximately at the center of

the time window. In practice, the length of the time window isdetermined by spectra resolution, and

arrival-centered measurement windows often include higher-mode energy.

Effects of different techniques in amplitude measurements
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Figure 3.15: Comparison of Rayleigh-wave amplitude variations measured using different measurement tech-
niques at periods of 50 s, 100 s and 200 s. (a), (b) and (c) are multi-taper measurements (mtm) plotted against
measurements made with cosine tapers. (d), (e) and (f) are cosine taper measurements versus box-car taper
measurements. Note that amplitude perturbations are dependent upon the measurement techniques.

In conclusion, surface wave amplitude measurements are sensitive to measurement techniques.

In traditional ray theory, the effects of measurement techniques can not be accounted for. Finite-

frequency kernels account for the effects of measurement technique and detailed comparison between

SEM measurements and finite-frequency kernel predictions as well as ray-theoretical predictions will
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be discussed in chapter 4.

3.8 Discussion and Conclusion

We investigate the effects of lateral variations in both wave speed and anelastic structure (Q) on

surface wave amplitudes. Assuming that mantle heterogeneities are dominantly thermal and current

tomographic models are accurate in order of magnitude, we construct 3-D Earth models and compute

synthetic seismograms using a Spectral Element Method (Komatitsch & Tromp, 1999, 2002a,b). We

compare surface-wave amplitude perturbations caused by 3-D wave speed structure with those caused

by 3-D anelastic structure. The comparison shows that 3-D anelastic effects on amplitude are signifi-

cant only in short-period (∼ 50 s) surface waves, and become less significant in long-period (> 100 s)

surface waves. The elastic and anelastic effects on amplitude are negatively correlated at short period

and the correlation becomes positive at long period becauseanelastic focusing/defocusing associated

with anelastic dispersion becomes stronger than anelasticattenuation.

We calculate ray-theoretical amplitude perturbations of surface waves due to elastic focusing/defocusing

(δ lnAV foc), attenuation (δ lnAQatt) and anelastic focusing/defocusing (δ lnAQfoc). The calculations

confirm that (1) at short period (∼ 50 s), anelastic effects are comparable with elastic focusing/defocusing

(δ lnAQatt ∼ δ lnAV foc) on surface-wave amplitudes, but decrease rapidly with increasing wave pe-

riod; (2) at longer period (> 100 s), anelastic attenuation is less significant than anelastic focus-

ing/defocusing (δ lnAQatt < δ lnAQfoc); and (3) anelastic focusing is positively correlated withelastic

focusing if mantle heterogeneities are dominantly thermal. The frequency dependence of anelastic

amplitude perturbations is in general not sensitive to mineralogical parameters used in thermal mod-

els, especially at long periods (> 100 s).
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3.A Calculation of amplitude focusing

In the computation of the focusing/defocusing of surface-wave amplitudes, we calculate the second

spatial derivative (roughness) of perturbations in both phase velocity andQ models. In spherical

coordinates the surface Laplacian can be written as,

∇2ψ =
∂2ψ

∂θ2
+ cot θ

∂ψ

∂θ
+

1

sin2 θ

∂2ψ

∂φ2
, (3.11)
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whereψ represents the perturbation field of phase velocity orQ−1. We expand the perturbation field

using spherical harmonics

ψ(θ, φ) =
∞
∑

l=0

[

al0Xl0 +
√
2

l
∑

m=1

Xlm(alm cosmφ+ blm sinmφ)

]

, (3.12)

whereXlm is the spherical harmonics (Dahlen & Tromp, 1998, Appendix B). The roughness of the

function,∇2ψ, can then be expressed in terms of the real spherical harmonicsXlm and its derivative

dXlm/dθ,

1

sin2 θ

∂2ψ

∂φ2
=

∞
∑

l=0

−
√
2

sin2 θ

l
∑

m=1

Xlmm
2(alm cosmφ+ blm sinmφ), (3.13)

cot θ
∂ψ

∂θ
=

∞
∑

l=0

cot θ

[

al0
dXl0

dθ
+
√
2

l
∑

m=1

dXlm

dθ
(alm cosmφ+ blm sinmφ)

]

, (3.14)

∂2ψ

∂θ2
=

∞
∑

l=0

[

al0
√

l(l + 1)(cot θXl1 +
√

(l + 2)(l − 1)Xl2)
]

+
∞
∑

l=0

[

√
2

l
∑

m=1

(− m

sin2 θ
Xlm +m cot θ

dXlm

dθ

+
√

(l +m+ 1)(l −m)
dXl(m+1)

dθ
)(alm cosmφ+ blm sinmφ)

]

.

(3.15)

The roughness maps in Fig. 3.10 are calculated using eqs. (3.13-3.15). In the calculation of the path

integrals in eqs (3.6) and (3.8), we rotate the coordinates such that source and receiver are on the

equator, and only the colatitudinal second partial derivatives∂2/∂θ2 are needed after rotation.

The colatitudinal derivativedXlm/dθ are calculated using a pair of coupled recurrence relations

(Master & Richards-Dinger, 1998):

Xl(m−1) = −dXlm/dθ +m cot θXlm
√

(l +m)(l −m+ 1)
, (3.16)

dXl(m−1)

dθ
= (m− 1) cot θXl(m−1) +

√

(l +m)(l −m+ 1)Xlm (3.17)
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For this recurrence relations, the stable iteration direction is downward fromm = l to m = 0; the

starting values in this case are

Xll = (−1)l
(

2l + 1

4π

)1/2
√

(2l)!

2ll!
(sin θ)l, (3.18)

dXll

dθ
= l cot θXll. (3.19)
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Chapter 4

Finite frequency effects of surface waves in

3-D anelastic earth models

(This Chapter is about to be submitted to theGeophysical Journal International as: Ruan, Y. and

Zhou Y., Finite frequency effects of surface waves in 3-D anelastic earth models.)

4.1 Introduction

Traditional seismic tomography studies based upon ray theory have been successful in mapping large-

scale wave speed heterogeneities in earth’s deep interior (e.g., Grand, 1987; Suet al., 1994; Master

et al., 1996; Ritsema & Van Heijst, 2000). The limitation of ray-theoretical tomography is poor

resolution in imaging heterogeneities of length scales comparable or less than seismic wavelengths.

Finite-frequency theory, which can account for diffractional effects of waves, have been developed

to improve resolution of small-scale heterogeneities in seismic tomography (e.g., Marqueringet al.,

1998; Zhaoet al., 2000; Dahlenet al., 2000; Zhouet al., 2004; Tromp et al., 2005; Liu & Tromp,
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2008).

Recent applications of finite frequency tomography in globaland regional studies have led to high

resolution models of wave speed structures (e.g., Zhouet al., 2006; Tapeet al., 2009; Tianet al., 2009;

Tapeet al., 2010; Tianet al., 2011). Compared to 3-D wave speed tomography models, current 3-DQ

tomography models based upon ray theory are mapped at relative lower resolution (≤ degree 12) and

they considerably differ from each other (e.g., Gung & Romanowicz, 2004; Daltonet al., 2008). This

is mainly due to the fact that amplitudes can be strongly affected by wave focusing and defocusing

caused by 3-D wave speed structures. In addition, windowingand tapering techniques can influence

the measurements of surface wave amplitude perturbations (Ruan & Zhou, 2012), and this effect can

not be accounted for in ray theory. To overcome these shortcomings of ray theory, finite frequency

kernels have been developed for wave speed perturbations (Zhouet al., 2004) and forQ perturbations

in elastic reference models (Dahlen & Zhou, 2006), and have been further extended to anelastic refer-

ence model for anelasticity perturbations (Zhou, 2009). These kernels can fully account for coupling

effects of 3-D wave speed and 3-DQ structures on surface wave travel times and amplitudes which

have been shown to be important in recent numerical wave propagation experiments. Ruan & Zhou

(2010) showed that about 15-20 per cent of observed phase delays in long-period surface wave (>

50 s) are caused by 3-DQ through anelastic (physical) dispersion. In Ruan & Zhou (2012), elastic

focusing effects due to 3-D wave speed are dominant on amplitude perturbations of long-period sur-

face waves, and a long-been-ignoredanelastic focusing and defocusing effects on amplitude caused

by 3-D anelastic dispersion can be more significant that attenuation in long periods (> 100 s).

In this Chapter we shall compare ray theory and finite frequency theory in predicting surface-wave

amplitudes and travel times to investigate finite frequencyeffects. We simulate wave propagation in

a shear wave speed model S20RTS and a 3-DQ model using Spectral Element Method (SEM). The

3-D Q model is constructed from S20RTS assuming lateral perturbations in both wave speed and

anelasticity are caused by temperature perturbations. As expected, comparisons between theoretical
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predictions and SEM measurements at period range of 50 s to 200 s show that finite frequency effects

are stronger in long-period surface waves due to its longer wavelength and a wider Fresnel zone.

Finite frequency effects in amplitudes are shown to be stronger than those in phase delays in 3-D

wave speed model due to the fact that amplitudes are sensitive to the second derivative of wave speed

structures while travel times depend on wave speed itself. Finite frequency effects in 3-DQ models

are relatively weaker than in 3-D wave speed models and become pronounced only at long period (200

s). The 3-D wave speed and anelasticity model we used containanomalies at length scale larger than

harmonic degree 20. Therefore, finite frequency effects shown in this study probably under represent

the effects in the real earth where smaller scale heterogeneities are expected.

4.2 Surface wave finite-frequency kernels

In this section, we will briefly review surface wave Born theory in the presence of 3-D elastic and

3-D anelastic heterogeneities in Zhouet al. (2004) and Zhou (2009). First, we consider a spherically

symmetric reference earth model subject to perturbations in elastic parameters. In response to the per-

turbations in reference model, the vertical, radial or transverse component displacement seismogram

can be written ass(ω) + δs(ω), wheres(ω) = A(ω)eiφ(ω) represents the seismogram in reference

model andδs(ω) represents the perturbation in displacement, andω is the angular frequency of wave.

To the first order, measured phase delays and amplitude perturbations are associated with perturba-

tions in displacement (Zhouet al., 2004),

δφ(ω) = −Im

(

δs(ω)

s(ω)

)

, ln

(

1 +
δA(ω)

A(ω)

)

= Re

(

δs(ω)

s(ω)

)

. (4.1)

Commonly in tomographic practice, a time domain taper or multitapers are applied to estimate the

spectra of displacement seismograms. The tapered reference seismograms and their perturbations can
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be expressed as

sj(ω) = s(ω)⊗ hj(ω), δsj(ω) = δs(ω)⊗ hj(ω), (4.2)

wherehj(ω) denotes the spectrum of thejth taperhj(t), j = 1, ..., N , and⊗ is the convolution oper-

ator. Taking into account the effects of tapering, measuredphase delays and amplitude perturbations

are then expressed as (Zhouet al., 2004),

δφ(ω) = −Im

[

∑

j δsj(ω)s
∗

j(ω)
∑

j sj(ω)s
∗

j(ω)

]

, ln

(

1 +
δA(ω)

A(ω)

)

= Re

[

∑

j δsj(ω)s
∗

j(ω)
∑

j sj(ω)s
∗

j(ω)

]

, (4.3)

wheres∗j(ω) is complex conjugate ofsj(ω). Based on single-scattering (Born) approximation, phase

delays and amplitude perturbations are linearly related tothe fractional perturbations inP -wave speed

(α), S-wave speed (β), and density,

δφ(ω) =

∫∫∫

⊕

[

Kα
φ

(

δα

α

)

+Kβ
φ

(

δβ

β

)

+Kρ
φ

(

δρ

ρ

)]

d3x, (4.4)

ln

(

1 +
δA(ω)

A(ω)

)

=

∫∫∫

⊕

[

Kα
A

(

δα

α

)

+Kβ
A

(

δβ

β

)

+Kρ
A

(

δρ

ρ

)]

d3x, (4.5)

whereKα,β,ρ
φ (ω,x) andKα,β,ρ

A (ω,x) are the corresponding phase and amplitude sensitivity kernels to

wave speed and density perturbations (Zhouet al., 2004).

In the presence of lateral perturbations in anelasticity (Q), phase delays and amplitude perturba-

tions are associated with fractional perturbations inQ−1
µ andQ−1

κ ,

δφ(ω) =

∫∫∫

⊕

[

K
Qµ

φ

(

δQ−1
µ

Q−1
µ

)

+KQκ

φ

(

δQ−1
κ

Q−1
κ

)]

d3x, (4.6)

ln

(

1 +
δA(ω)

A(ω)

)

=

∫∫∫

⊕

[

K
Qµ

A

(

δQ−1
µ

Q−1
µ

)

+KQκ

A

(

δQ−1
κ

Q−1
κ

)]

d3x, (4.7)

whereKQµ,Qκ

φ (ω,x) andKQµ,Qκ

A (ω,x) are the phase delay and amplitude sensitivity kernels to per-
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turbations inQ−1
µ andQ−1

κ . These kernels are related to wave speed kernels (Zhou, 2009),

K
Qµ

φ = − 1

2Qµ

(Kβ
A + γKα

A) +
1

πQµ

(Kβ
φ + γKα

φ ) ln

(

ω

ω0

)

, (4.8)

K
Qµ

A =
1

2Qµ

(Kβ
φ + γKα

φ ) +
1

πQµ

(Kβ
A + γKα

A) ln

(

ω

ω0

)

, (4.9)

KQκ

φ = − 1

2Qκ

(1− γ)Kα
A +

1

πQκ

(1− γ)Kα
φ ln

(

ω

ω0

)

, (4.10)

KQκ

A =
1

2Qκ

(1− γ)Kα
φ +

1

πQκ

(1− γ)Kα
A ln

(

ω

ω0

)

. (4.11)

Where

γ =
4

3

β2

α2
,

andω0 = 2πf0 is the reference angular frequency of the earth model, commonly f0 is chosen to be

1 Hz in seismic tomography. In this Chapter, we shall focus on perturbations in shear wave speed,

δβ, and perturbations in shear quality factor,δQ−1
µ , for the following reasons: (1) surface waves are

most sensitive to S-wave speed, and Rayleigh waves have some sensitivities to P-wave structures

only at shallow depths; (2) bulk quality factorQκ is orders of magnitude larger than shear quality

factorQµ, and surface-wave sensitivity to perturbations inQ−1
κ is much weaker than the sensitivity to

perturbations inQ−1
µ .

Following Zhouet al. (2004) and Zhou (2009), the 3-D finite frequency kernels can be reduced

to 1-D integrals along the great circle path based upon a paraxial, forward-scattering approximation.

The ray-theoretical phase delays and amplitude perturbations due to elastic wave speed variations can
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be written as (Zhouet al., 2004)

δφ(ω) = −k
∫ ∆

0

δc

c
dx, (4.12)

ln

(

1 +
δA(ω)

A(ω)

)

=
1

2 sin∆

∫ ∆

0

sinx sin(∆− x)∂2y
δc

c
dx. (4.13)

Wherek is the wave number,c is the phase velocity, and∆ is the epicentral distance. Here amplitude

perturbations are caused by elastic focusing and defocusing as they are associated with the second

derivative of phase velocity perturbations. For 3-D anelastic perturbations, ray-theoretical phase de-

lays can be written as (Zhou, 2009)

δφ(ω) = − ω

πCQ
ln

(

ω

ω0

)
∫ ∆

0

δQ−1

Q−1
dx

− c

4CQ sin∆

∫ ∆

0

sinx sin(∆− x)∂2y
δQ−1

Q−1
dx, (4.14)

where the first term accounts for anelastic dispersion and the second term has no direct physical

meaning. The dominant term on phase delays is the dispersionterm as pointed out in Zhou (2009).

Ray-theoretical amplitude perturbations due to 3-DQ can be written as

ln

(

1 +
δA(ω)

A(ω)

)

=
ω

2CQ

∫ ∆

0

δQ−1

Q−1
dx

+
c

2πCQ sin∆
ln

(

ω

ω0

)
∫ ∆

0

sinx sin(∆− x)∂2y
δQ−1

Q−1
dx, (4.15)

whereQ is the Love-wave or Rayleigh-wave quality factor andC is the group velocity of the wave.

Effects of variations inQ−1 on amplitude perturbations are twofold: (1) attenuation, which is associ-

ated with energy loss and directly depends on the variationsin Q−1, and (2) anelastic focusing, which

is caused by anelastic dispersion and associated with the second derivative of variations inQ−1.
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4.3 Kernel examples

Examples of 100 s Rayleigh-wave phase delay and amplitude kernels to shear wave speed (Kβ
φ , K

β
A)

are shown in Fig. 4.1. These kernels are calculated in PREM (Dziewonski & Anderson, 1981) at a

reference frequency of 1 Hz. Phase and amplitude kernels aresimilar in magnitude but the amplitude

kernel is more oscillatory than the phase kernels, indicating that surface wave amplitudes are more

sensitive to the geometry of the anomalies. Fig. 4.2 shows phase and amplitude sensitivities to per-

turbations inQ−1 (KQµ

φ , K
Qµ

A ). These kernel examples are also calculated for 100 s Rayleigh waves

in PREM. Q kernels are very similar to the wave speed kernels inFig. 4.1 but they have opposite

polarities, this is expected because, in general, an increase inQ−1 will attenuate wave amplitudes and

increase phase delays through dispersion, while an increase in wave speed will decrease amplitudes

through defocusing and decrease phase delays.

Seismic phase delays and amplitudes are sensitive to windowing and tapering techniques as they

will affect the spectra of seismograms. This is especially the case for seismic surface waves due to

their strong dispersive characteristics (e.g., Ruan & Zhou,2012). Taking into account measurement

technique in the calculation of sensitivity kernels is therefore important. One advantage of finite

frequency theory over ray theory is that the effects of tapering can be accounted for in kernel calcula-

tion. The time-domain windowing and tapering process corresponds to a convolution of seismogram’s

spectra with the spectra of taper(s). Significant effects ofmeasurement techniques (tapers) on surface

wave phase-delay kernels have been shown in Zhouet al. (2004), and the effects on amplitude kernels

are also illustrated in Fig. 4.3. Example seismograms calculated in PREM and S20RTS are shown

with amplitude and phase delays measurements indicated above them. Amplitude perturbations in

100 s Rayleigh waves measured using cosine taper and multitaper (prolate spheroidal eigentapers) are

-0.38 and -0.18, demonstrating a strong dependence of amplitude measurements on tapering. Map

views of wave speed sensitivity kernels corresponding to measurements made with different tapers
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are plotted at depth of 100 km. These kernels are calculated for cosine taper and multi-taper with an

approximately 1200 seconds time window. The multi-taper kernel shows stronger sensitivity within

the first Fresnel zone than the cosine taper kernel. In addition, the group arrival of 100 s Rayleigh

waves is not located at the center of the time window, which leads to more oscillatory side bands in

cosine-taper kernel. Finite frequency kernels accountingfor the effects of measurement techniques

require frequency domain convolutions, which is a time consuming procedure in kernel calculations.

To speed up the kernel calculation speed without much loss inaccuracy, we follow Zhouet al. (2004)

to approximate the frequency domain convolution by a spacial multiplication. This approximation is

adequate for the long windows used in our surface-wave measurements and the tapers have narrowly

concentrated spectra.
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Figure 4.1: Three-dimensional sensitivity of 100-s Rayleigh wave phase and amplitudemeasurements to wave
speed perturbations. Seismic source is a thrust event at 33 km, epicenterdistance to the station GPO is
∆ = 101◦. Top: Map view of kernels at depth of 120 km. Middle: Depth cross-section of kernels half way
between the source and receiver (AB). Bottom: Cross-section AB at depth of 120 km (dotted line). Note
amplitude kernel is more oscillatory than phase kernel.
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Figure 4.2: Three-dimensional sensitivity of 100-s Rayleigh wave phase and amplitudemeasurements to per-
turbations in anelasticity (Q−1). Source and receiver are the same as in Fig. 4.1. Top: Map view of kernels
at 120 km depth. Middle: Depth cross-section of kernels half way between source and receiver. Bottom:
Center cross-section AB at depth of 120 km (dotted line). Note the scale ofQ kernels is much smaller than
the one for wave speed kernels.

100



Chapter 4. Finite frequency effects on surface waves in 3-D anelastic models

2400 2600 2800 3000 3200 3400 3600

time (sec)

PREM   vs 

BNI.MN.z cos:              mtm:
dlnA=−0.38     dlnA=−0.18
dt=−37.75       dt=−37.68

S20RTS 

cosinecosine




A

B

multitapermultitaper




A

B

−15.0 −7.5 0.0 7.5 15.0
× 10−8 km−3

−10

0

10

−40−2002040

Cross path distance (degree)

cos mtm

Figure 4.3: Example sensitivity of amplitudes to wave speed calculated for cosine taper measurements and
multitaper measurements. The epicentral distance for this example is 92.2◦. Top: Example seismogram in
PREM (black) and S20RTS (red) are bandpass filtered between 5 and 20 mHz, amplitude and phase delays
measurements using cosine taper and multitapter are indicated above the seismograms. Middle: map view
of kernels at 100 km depth. Bottom: cross-section AB at depth of 100 km, red line for cosine taper and
black for multitaper. Note multitaper kernels are less oscillatory than cosine-taper kernels.
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4.4 Surface wave finite frequency effects

The focus of this study is to examine finite frequency effectsof surface waves in a global 3-D wave

speed model and a global 3-D anelasticity (Q) model. It is well known that when the length scale of

anomalies is comparable to or less than the the wavelength ofseismic waves, ray theory will break

down and finite frequency effects need to be considered. We will investigate finite frequency effects

in surface waves at periods between 50 s to 200 seconds for earth models with anomalies at currently

resolvable length scales.

4.4.1 3-D earth models and wave propagation simulations

To evaluate finite frequency effects in 3-D wave speed and 3-Danelasticity (Q) model, we calculate

and compare phase delays and amplitude perturbations in 3-Dmodels based upon ray theory and

finite frequency theory. In this section, we shall discuss the 3-D earth models and briefly review wave

propagation simulations based upon Spectral Element Method (Komatitsch & Tromp, 1999, 2002a,b).

In order to provide a good path coverage, 12 earthquakes and 801 stations are used in both theoretical

calculations and numerical simulations.

Due to large discrepancies between existing 3-D global tomographyQ models, we construct

tomography-like 3-DQmodels for our numerical experiments assuming existing tomography models

are correct in order of magnitude. We first construct a reference 1-DQ model based upon an esti-

mated geotherm of mantle. This geotherm is an approximationof average mantle temperature and is

derived assuming half-space cooling of an adiabatic mantleusing reasonable geothermal parameters

(see Table 3.1). Assuming a thermal mechanism of anelasticity (Jackson & Anderson, 1970; Karato
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Table 4.1: Mineralogical parameters used for constructing 1-D Q reference model.

Parameters Values
Activation energy,E∗ 470 KJ mol−1

Activation volume,V ∗ 17 cm3 mol−1

(a) 3-D anelasticity (Q) model at 120 km
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(b) 3D S-wave wavespeed model at 120 km
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Figure 4.4: (a) Map view of 3-D wave speed model S20RTS (Ritsema & Van Heijst, 2000)at depth of 120 km.
(b) Map view of 3-DQ model (Q3DM) at 120 km depth. This model is constructed from 1-D referenceQ
model and shear wave speed in S20RTS. Note wave speed model andQ model are highly correlated because
we assume they both are thermally originated.

& Spetzler, 1990), we calculate 1-D referenceQ model using the temperature profile

Q(T ) = A exp

[

α(E∗ + PV ∗)
RT

]

. (4.16)

Where activation energyE∗ and activation volumeV ∗, are the mineralogical parameters estimated

from laboratory experiments of upper mantle minerals such as olivine (Table 4.1). The constant

A = 1.394 is chosen to calibrate the referenceQ model and make it close to PREMQ profile.

The referenceQ model,Q1DM, has a higher-than-PREMQ values at crust and uppermost mantle,

but close to PREMQ at deeper mantle. Unlike PREM, the referenceQ model does not contain

discontinuities through out upper mantle.

Based on a 3-D wave speed model S20RTS (Ritsema & Van Heijst, 2000) and the referenceQ

model, we construct a 3-DQ model assuming perturbations in wave speed and anelasticity are both
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caused by temperature variations. We follow Ruan & Zhou (2010) and calculate temperature per-

turbations associated with shear wave speed perturbationsin model S20RTS using the temperature

partial derivative of shear wave speed (Karato, 1993; Ruan & Zhou, 2010). As shown in eq. 2.8

(Chap. 2), the temperature partial derivative∂ lnV/∂T is dependent onQ, therefore an iterative ap-

proach was adopted to construct 3-D temperature which will be further converted to 3-DQ model.

Wave speed model S20RTS and associated 3-DQ model are shown in Fig. 4.4 at a depth of 120

km. The same Q model has been used to quantify the effects of anelastic perturbations on surface

wave travel times (Ruan & Zhou, 2010) and amplitudes (Ruan & Zhou, 2012). Based upon 3-D wave

speed andQ models, we make predictions of phase delays and amplitude perturbations using finite

frequency kernels.

In ray theory (eqs. (4.12 – 4.15)), phase delays and amplitude perturbations are associated with

phase velocity perturbations and their second spatial derivative (roughness) in 3-D wave speed model

and perturbations inQ−1 and their roughness in 3-DQ model. Following the approach in Ruan &

Zhou (2012), we calculate phase velocity perturbations caused by 3-D wave speed and surface wave

Q−1
Love or Q−1

Rayleigh perturbations caused by 3-DQ perturbations at periods of 50 s, 100 s, and 200

s. We discretize the 3-D wave speed model and 3-DQ model to 16,200 1-D local radial models on

2◦ × 2◦ cells and solving radial equation in these 1-D local wave speed models for phase velocity and

Love- and Rayleigh-waveQ−1 values, respectively. Phase velocity perturbations due to3-D wave

speed structures are calculated base upon model I – PREM and model II – S20RTS (Table 3.2). We

decomposed the phase velocity perturbations using the realspherical harmonics (Dahlen & Tromp,

1998, Appendix B),

ψ(θ, φ) =
∞
∑

l=0

[

al0Xl0 +
√
2

l
∑

m=1

Xlm(alm cosmφ+ blm sinmφ)

]

, (4.17)

where theψ(θ, φ) is perturbation field of phase velocity orQ−1 andalm andblm are the spherical
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harmonics coefficients. The second spatial derivative (roughness) of phase velocity perturbations

(∇2ψ) are calculated using methods described in Ruan & Zhou (2012,Appendix A). Example phase

velocity perturbations and their roughness for 100 s Rayleigh waves are shown in Fig. 4.5. The

power spectra of phase velocity perturbations and their roughness are calculated using the spherical

harmonics coefficients,

Pl =
1

2l + 1

[

a2l0 +
l

∑

m=1

(a2lm + b2lm)

]

, (4.18)

wherel is the spherical harmonics degree. Examples of power spectra for 100 s Rayleigh waves are

plotted in Fig. 4.5 as well. The power spectra of phase velocity perturbations show that anomalies are

dominated by low harmonic degree structures (l < 10), while the spectra of its roughness show that

low harmonic degree structures (l < 5) are less significant and a constant power band (5 < l ≤ 20)

indicates shorter wavelength anomalies are dominant. Basedupon the phase velocity perturbations

and their roughness maps, we calculate phase delays and amplitude perturbations caused by 3-D wave

speed using eqs. (4.12) and (4.13). Unlike the roughness mapshown in the examples, in practice

(eq. 4.13), we only need to calculate the second spatial derivative in cross-ray direction (Ruan &

Zhou, 2012).

Similarly, Love- and Rayleigh-waveQ−1 perturbations caused by 3-D anelasticity are calculated

for model III – 1-D reference Q with PREM wave speed and model IV– 3-D Q with PREM wave

speed (Table 3.2). In Fig. 4.6, we show examples ofQ−1 perturbations and its roughness map for

100 s Rayleigh waves, as well as their power spectra. Given that 3-D wave speed model and 3-D Q

model in this study is highly correlated, it’s not surprising that perturbations of Rayleigh-waveQ−1

is also dominated by long-wavelength structures (l < 5), and roughness map is dominated by short-

wavelength structures (5 < l ≤ 20). We calculate phase delays and amplitude perturbations caused

by 3-D Q using eqs. (4.14) and (4.15).
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(a) Phase velocity perturbations (δc/c)
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(b) Roughness of perturbations (∇2(δc/c))
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Figure 4.5: (a) Perturbations of 100-s Rayleigh wave phase velocity caused by 3-Dwave speed structures
(S20RTS). (b) Second spatial derivative (roughness) of phase velocity perturbations shown in (a). (c) and
(d) are the associated power spectra of phase velocity perturbations and its roughness. Note long-wavelength
anomalies dominate phase velocity perturbations while shorter-wavelength anomalies at broad arrange (5 <
l ≤ 20) become important in roughness model.
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(a) Perturbations ofQ−1 (δlnQ−1)
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(b) Roughness of perturbations (∇2(δlnQ−1)
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Figure 4.6: (a) Perturbations of 100-s Rayleigh waveQ−1 caused by 3-DQ structures (Q3DM). (b) Second
spatial derivative (roughness) ofQ−1 perturbations shown in (a). (c) and (d) are the associated power spectra
of Q−1 perturbations and its roughness. Similar to the power density properties shown in Fig. 4.5, long-
wavelength anomalies dominateQ−1 perturbations while shorter-wavelength anomalies at broad arrange
(5 < l ≤ 20) become important in roughness model.
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To investigate finite frequency effects as well as limitation of linear perturbation theory, we com-

pare theoretical predictions with measurements based uponsynthetic seismograms generated using a

Spectra Element Method (Komatitsch & Tromp, 1999, 2002a,b). In the case of investigating finite

frequency effects of 3-D wave speed, we measure phase delaysand amplitude perturbations between

synthetic seismograms calculated in model I and II, which has 1-D wave speed and 3-D wave speed

structures, respectively (Table 3.2). In the case of examining finite frequency effects due to 3-D

anelasticity, we measure the difference in phases and amplitudes from the synthetic seismogram cal-

culated in model III and IV, which has 1-D referenceQ and 3-DQ structures, respectively (Table 3.2).

To ensure good spectra estimates, we adopt a multi-taper method (MTM) (Laske & Masters, 1996;

Zhou et al., 2004) in the measurements of surface-wave phase delays andamplitude perturbations.

The advantage of using multi-taper method lies in that the prolate spheroidal eigentapers can reduce

bias in spectral estimations because of their narrowly concentrated spectra. In addition, this method

can provide an estimation of measurement errors by least-square fitting of measurements from each

taper. In this Chapter, we use five2.5-π tapers to measure surface-wave phase delays and amplitude

perturbations at wave period from 50 s to 200 s. The hand-picked time window for measurements are

chosen to include the group arrivals of surface wave at measuring period, but exclude higher-mode

surface waves when possible. The window length is predetermined to balance spectra resolution and

higher-mode surface wave contamination (Ruan & Zhou, 2012).The same time windows will be used

in both measurements and kernel predictions.

4.4.2 Finite frequency effects in 3-D elastic model

We compare surface-wave phase delays and amplitude perturbations calculated in the framework of

ray theory and finite frequency theory to examine finite frequency effects in 3-D wave speed and 3-D

anelasticity (Q), respectively. Differences between ray-theoretical predictions and kernel predictions

indicate finite frequency effects. In Fig. 4.7, kernel predictions of Rayleigh-wave amplitude per-
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turbations are compared with ray-theoretical predictionsin the 3-D wave speed model S20RTS. We

exclude earthquake-station pairs located near the nodal direction of source radiation (less than 40% of

maximum radiation), which leaves approximately 2000–4000pairs in each plot. The scatterplot for

50 s Rayleigh waves show less difference between ray-theoretical and kernel predictions than that for

200 s Rayleigh waves, indicating finite frequency effects arestronger in 200 s than in 50 s waves. This

frequency dependence is expected because ray theory is a infinite frequency approximation. Similar

ray-versus-kernel comparisons for Rayleigh-wave phase delays are plotted in Fig. 4.8 at wave periods

of 50 s, 100 s, and 200 s. Larger discrepancies in 200 s than in 50 s Rayleigh waves demonstrate finite

frequency effects in phase delays are also stronger in long-period waves than in short-period waves.
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Figure 4.7: Comparison between finite-frequency kernel predictions and ray-theoretical predictions of
Rayleigh-wave amplitude perturbations caused by 3-D wave speed (S20RTS). Comparisons are shown at
wave periods of 50 s, 100 s, and 200 s. A more scattered pattern at 200 sindicates stronger finite frequency
effects on long-period Rayleigh waves.

It is noteworthy that finite frequency effects in amplitudes(Fig. 4.7) are stronger than that in

phase delays (Fig. 4.8). This is probably because amplitudekernels are more oscillatory than phase

kernels (Fig. 4.1) reflecting the fact that amplitude are sensitive to the geometry of the anomalies. In

the frame work of ray theory, predictions of amplitude perturbations in a 3-D wave speed model are

dependent on the second spatial derivatives (roughness) ofphase velocity perturbations (eq. 4.13). As

shown in Fig. 4.5, roughness of phase velocity perturbations contain more finer scale anomalies than

phase velocity perturbations. For anomalies at length scales smaller than wavelength, ray theory is
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Figure 4.8: Comparison between finite-frequency kernel predictions and ray-theoretical predictions of
Rayleigh-wave phase delays caused by 3-D wave speed (S20RTS) . Finite frequency effects are frequency
dependent. In general, finite frequency effects are less significant than those in amplitudes (Fig. 4.7).

more likely to break down, and stronger finite frequency effects in amplitudes than in phase delays

are expected.

It’s worthy of emphasizing that in a fairly smooth model suchas S20RTS, small-scale structures

are often damped out due to resolution limits of ray theory, however, strong finite frequency effects

at long-period surface waves are still observed. When the size of mantle heterogeneities becomes

comparable to or smaller than seismic wavelength, finite frequency effects become much stronger

than what have been shown in this study (Zhou, 2010).

4.4.3 Finite frequency effects in 3-D anelastic model

In 3-D anelastic (Q) model, we compare ray-theoretical predictions and finite-frequency kernel pre-

dictions of amplitude perturbations and phase delays as we have done in section 4.4.2 for 3-D wave

speed model.Q kernels are calculated for a 1-D reference model with a radial Q structure. Ray-vs-

kernel comparisons are shown as a function of wave period in Fig. 4.9. Large discrepancies between

calculations based on ray theory and finite frequency theoryfor 200 s Rayleigh waves show finite
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frequency effects in 200 s waves are more significant than in 100 s and 50 s waves. Finite frequency

effects on amplitudes shown in 3-DQ model (Fig. 4.9) are relatively weaker than those shown in

3-D wave speed model (Fig. 4.7), especially at 50 s and 100 s. This is probably due to that at short

period, the dominantly effects on amplitude caused by 3-DQ are attenuation (Ruan & Zhou, 2012).

In ray theory limit, amplitude attenuation is dependent upon perturbations inQ−1 which are domi-

nated by low harmonic degree structures, therefore weak finite frequency effects is expected. While

in long-period surface waves, attenuation become less significant and anelastic focusing becomes the

dominant effect. Anelastic focusing is dependent upon roughness (second spatial derivatives) of per-

turbations inQ−1 which contain structures at higher harmonic degrees. Compared with perturbations

in δQ−1/Q−1, the roughness of perturbations inδQ−1/Q−1 contains more small scale anomalies as

shown in their power spectra (Fig. 4.6), therefore strongerfinite frequency is expected. Therefore

in 3-D Q model, when attenuation effects are dominant finite frequency effects are relatively weak;

when anelastic focusing effects are dominant finite frequency effects become stronger. This explains

the less-pronounced finite frequency effects in 50 s and 100 sRayleigh waves than in 200 s Rayleigh

waves, in addition to the finite frequency effects of attenuation.
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Figure 4.9: Comparison between finite-frequency kernel predictions and ray-theoretical predictions of
Rayleigh-wave amplitude perturbations caused by 3-DQ (Q3DM). Finite frequency effects are stronger
at long period than in short period (< 100 s).

Fig. 4.10 shows comparisons between ray-theoretical and kernel predictions for Rayleigh-wave
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Figure 4.10: Comparison between finite-frequency kernel predictions and ray-theoretical predictions of
Rayleigh-wave phase delays caused by 3-DQ. Finite frequency effects are weaker than they are in 3-D
wave speed models (Fig. 4.8).

phase delays caused by 3-DQ structures as a function of wave period. Finite frequency effects in

anelastic dispersion also vary with wave periods and becomestronger at longer period. Compared

with finite frequency effects on phase delays in 3-D wave speed model (Fig. 4.8), the effects are much

weaker in the 3-DQ model. This is because that phase delays caused by 3-D anelastic dispersion are

mainly due to perturbations inδQ−1/Q−1 rather than the second derivative of the perturbations (Zhou,

2009), therefore, in the presence of large scaleQ−1 anomalies in 3-DQmodel (Fig. 4.6), phase delays

can be relatively well predicted by ray theory. It is worth toemphasize again that ray theory breaks

down when anomalies are small compare to wavelength. For example, Baiget al. (2003) argued that

ray theory will no longer be valid when anomalies are smallerthan half of the maximum Fresnel Zone

width along the ray path.

4.4.4 Comparisons with SEM measurements

In Fig. 4.11, we compare ray theoretical predictions with SEM measurements for Rayleigh-wave

amplitude perturbations at period of 50 s, 100 s, and 200 s (left column). Each scatterplot shows ray-

theoretical predictions of amplitude perturbations in a 3-D elastic (wave speed) model against mea-
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surements based on synthetic seismograms generated in SEM simulations. For each event, paths with

source radiations less than 40% of the maximum source radiation have been excluded. In addition,

when phase delay measurements show large error bars, then corresponding amplitudes measurements

will also be excluded. This left 1000 to 1500 source-receiver pairs in each scatterplot for four events

used in the comparisons. Fig. 4.11 shows that amplitude perturbations calculated using ray theory in

general agree reasonably well with SEM measurements exceptat a period of 200 s. Similar compari-

son between kernel predictions and SEM measurements (rightcolumn) agree well to each other at all

periods. This is expected because finite frequency effects in 200 s waves are stronger than in short-

period waves (Fig. 4.7). For 3-DQ model, comparison between theoretical predictions and SEM

measurements are shown in Fig. 4.12. It’s not surprising that both ray theory and finite frequency

kernels can predict amplitude perturbations measured fromsynthetic seismograms because finite fre-

quency effects are not strong in amplitudes in 3-DQ model (Fig. 4.9). In conclusion, ray theory and

finite frequency theory both can predict amplitude perturbations reasonably well when amplitudes are

mainly caused by attenuation, while finite frequency theoryprovides more accurate estimates when

focusing effects are the main cause of amplitude perturbations. Wave speed andQ models used in

this experiments are very smooth, when imaging mantle heterogeneities at length scale smaller than

seismic wavelength, finite frequency effects will become more pronounced.
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Rayleigh-wave amplitude perturbations caused by 3-D wave speed
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Figure 4.11: Left: comparison between ray-theoretical predictions and SEM measurements of Rayleigh-wave
amplitude perturbations in 3-D wave speed model at wave periods of 50 s, 100 s, and 200 s. Right: same
as left but between kernel predictions and SEM measurements. At 200 s,kernel predictions agree well with
SEM measurements but ray-theory can hardly predict the amplitude perturbations.
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Rayleigh-wave amplitude perturbations caused by 3-DQ
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Figure 4.12: Same as Fig. 4.11 but for 3-DQ models.
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4.5 Effects of source local structures

In Fig. 4.1 and 4.2, we have taken into account the effects of attenuation and focusing in calculation of

finite frequency kernels but seismic amplitudes are also sensitive to source focal mechanisms. In the

presence of 3-D structures, local perturbations at sourceswill lead to changes in excitation of seismic

amplitudes. In this section, we will investigate the effects of source local structures. It has been sug-

gested that the effects of local structure at receivers are negligible (e.g., Ferreira & Woodhouse, 2007),

and therefore will not be considered in this study. Near the maximum direction of radiation pattern,

amplitude variations due to different source local structures is relative small, while when a station is

near the nodal direction of source radiation, a slight variation in radiation pattern may result in large

variations in amplitudes. We have excluded stations located in directions where radiation is less than

40% of the maximum. We correct effects of source local perturbations by replacing the source term in

finite frequency kernels calculated in reference model withthat calculated in a 1-D local model at the

source. Comparison between kernels with and without source correction are shown in Fig. 4.13, the

differences are mainly in the side bands of kernels. To evaluate possible source effects in this study,

we recalculate kernel predictions with source correctionsand an example is shown in Fig. 4.14. This

is an event with considerable variations in amplitudes and phase delays after corrections of source

local structures in sensitivity kernels. In this example, phase delays caused by source local perturba-

tions does not exceed 0.5 s in 50 s and 200 s Rayleigh waves. However, amplitude variations can be

as large as 8% in 50 s Rayleigh waves at some stations and less than 1% in 200 s Rayleigh waves.

In general, source local perturbations may be important forshort-period surface wave’s amplitudes

but their effects are limited in long-period surface wave’samplitudes. In surface wave tomography

practice, most earthquakes occurred along subduction zones where local earth models may be very

different from reference model, therefore the effects of source local structure will be relatively strong

and probably need to be taken into account. One possible approach to reduce such effects in global

tomography study is to calculate source term in local modelsin an iterative way, this need to be taken
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into account in future studies.

Amplitude perturbations in 3-D wave speed model are in general positively correlated with phase

delays. For example, slow anomalies in earth model cause travel time delays and increase wave

amplitudes through focusing. Fig. 4.15 shows examples of correlations between phase delays and

amplitude perturbations measurements and corresponding comparisons between amplitude perturba-

tions calculated using finite frequency kernels and measured using SEM seismograms. In this study,

events showing strong negative correlation between phase and amplitude have been excluded. The

negative correlation may be due to strong non-linear effects near the source. This also indicates that

far-field approximation used in the calculation of amplitude kernels may not be adequate as a general

positive correction would be expected (Liu & Zhou, 2008).
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Figure 4.13: Difference in finite frequency kernels calculated with and without corrections of source local
perturbations. In this example, azimuth of station OXF is in the direction in which source radiation is 40%
of the maximum radiation. Note the difference are mainly located in the oscillatory side bands.
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Figure 4.14: Effects of source local structures on kernel predictions of amplitude perturbations and phase
delays. Difference between kernel predictions with and without consideration of source local structures are
shown for 50 s and 200 s Rayleigh waves.
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Figure 4.15: Examples correlation between phase delays and amplitude perturbations measurements for two
different events (top). Bottom: Comparison between kernel predictions and SEM measurements of ampli-
tudes. Strong negative correlation between phase and amplitude in (a) indicate strong non-linear effects.
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4.6 Discussion and Conclusion

We investigate finite frequency effects in 3-D wave speed model and 3-DQ models by comparing

theoretical predictions of surface-wave phase delays and amplitudes with those measured from SEM

simulations at wave periods from 50 s to 200 s. Assuming a thermal mechanism of lateral het-

erogeneities in the mantle, the 3-DQ model is constructed from a tomography wave speed model

S20RTS. Ray-theoretical phase delays and amplitude perturbations are calculated and compared with

kernel predictions. The comparison shows that (1) finite frequency effects are stronger in long-period

surface waves than in short-period waves; (2) finite frequency effects are stronger in amplitudes than

in phase delays, especially at long periods.

We compare theoretical predictions with “ground-truth” measurements from SEM simulations.

In 3-D wave speed model, ray-theoretical and kernel predictions of amplitude perturbations in short

period waves (< 100 s) agree reasonably well with SEM measurements, but in long-period surface

waves (∼ 200 s) sensitivity kernels predicted amplitude perturbations better than ray theory. For 3-

D Q models, amplitudes calculated based on ray theory and finitefrequency theory both agree well

with measured amplitudes. Source local structures in general have limited effects on finite frequency

kernel predictions of amplitude, especially at long periods. When phase delays and amplitudes show

strong negative correlations, nonlinear effects can be significant in surface-wave amplitudes.
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Dalton, C., Ekstr̈om, G. & Dziewónski, A. M., 2008. The global attenuation structure of the upper

mantle,J. geophys. Res., 113, B09303, doi:10.1029/2007JB005429.

Dziewonski, A. M. & Anderson, D. L., 1981. Preliminary reference Earth Model,Phys. Earth planet.

Inter., 25, 297-356.

Ferreira, A. M. G. & Woodhouse, J. H., 2007. Source, path and receiver effects on seismic surface

waves.Geophys. J. Int., 168, 109-132.

Grand, S. P., 1987. Tomographic inversion for shear velocity beneath the North American plate.J.

geophys. Res., 92, 14,065-14,090.

Gung, Y. & Romanowicz, B., 2004. Q tomography of the upper mantle using three-component long-

period waveforms,Geophys. J. Int., 157, 813-830.

Jackson, D. D. & Anderson, D. L, 1970. Physical Mechanisms ofSeismic-Wave Attenuation,Rev.

Geophys., 8, issue 1, 1-63.

Karato, Shun-ichiro, 1993. Importance of anelastic in the interpretation of seismic tomography,Geo-

phys. Res. Lett., 20, NO. 15, 1623-1626.

Karato, S. & Spetzler., H. A., 1990. Defect microdynamics inmineral and solid-state mechanisms of

seismic wave attenuation and velocity dispersion in the mantle, Rev. Geophys., 28, 399-421.

Komatitsch, D. & Tromp, J., 1999. Introduction to the spectral-element method for 3-D seismic wave

propagation,Geophys. J. Int., 139, 806-822.

122



Chapter 4. Finite frequency effects on surface waves in 3-D anelastic models

Komatitsch, D. & Tromp, J., 2002. Spectral-element simulations of global seismic wave

propagation—I. Validation,Geophys. J. Int., 149, 390-412.

Komatitsch, D. & Tromp, J., 2002. Spectral-element simulations of global seismic wave

propagation—II. Three-dimensional models, oceans, rotation and self-gravitation,Geophys. J. Int.,

150, 303-318

Laske, G. & Master, G., 1996. Constraints on global phase velocity maps from long-period polariza-

tion data,J. geophys. Res., 101, NO. B7, 16,059-16,075.

Liu, K. & Zhou, Y., 2008. Near-Field Surface-wave Sensitivity Kernels.Eos trans. AGU, 89(53), Fall

Meet. Suppl., Abstract DI21A-1736.

Liu, Q., & Tromp, J., 2008. Finite-frequency Sensitivity Kernels for Global Seismic Wave Propaga-

tion based upon Adjoint Methods,Geophys. J. Int., 174, 265-286.

Marquering, H., Nolet, G. & Dahlen, F. A., 1998. Three-dimensional waveform sensitivity kernels,

Geophys. J. Int., 132, 521-534.

Master, G., Johnson, S., Laske, G., & Bolton, H., 1996. A shear-velocity model of the mantle,Phil.

Trans. R. Soc. Lond. A, 354, 1385-1411.

Ritsema, J. & Van Heijst, H. J., 2000. Seismic imaging of structural heterogeneity in Earth’s mantle:

Evidence for large-scale mantle flow,Science Progress, 83, 243-259.

Ruan, Y. and Zhou Y. 2012, The effects of 3-D anelasticity (Q) structure on surface wave amplitudes,

Geophys. J. Int., 189, 967-983.

Ruan, Y. and Zhou Y. 2010, The effects of 3-D anelasticity (Q) structure on surface wave phase delays,

Geophys. J. Int., 181, 479-492.

123



Chapter 4. Finite frequency effects on surface waves in 3-D anelastic models

Su, W.-J., Woodward, R. L., and Dziewonski, A. M., 1994. Degree 12 model of shear velocity het-

erogeneity in the mantle.J. geophys. Res., 99, 6945-6980.

Tape, C., Liu, Q., Maggi, A. & Tromp, J., 2009. Adjoint tomography of the southern California crust,

science 325, 988-992.

Tape, C., Liu, Q., Maggi, A., & Tromp, J., 2010, Seismic tomography of the southern California crust

based on spectral-element and adjoint methods,Geophys. J. Int., 180, 433-462.

Tian, Y., Sigloch, K., & Nolet, G., 2009. Multiple-frequency SH-wave tomography of the Western

U.S. upper mantle.Geophys. J. Int., 178, 1384-1402.

Tian, Y., Zhou, Y., Sigloch, K., Nolet, G. & Laske, G., 2011. Structure of North American mantle

constrained by simultaneous inversion of multiple-frequency SH, SS, and Love waves,J. geophys.

Res., 116, B02307, doi:10.1029/2010JB007704.

Tromp, J., Tape, C., & Liu, Q., 2005. Seismic Tomography, Adjoint Methods, Time Reversal, and

Banana-Doughnut Kernels,Geophys. J. Int., 160195-216.

Yang, Y., & D.W. Forsyth, 2006. Regional tomographic inversion of amplitude and phase of Rayleigh

waves with 2-D sensitivity kernels,Geophys. J. Int., , 166, 1148-1160.

Zhao, L., Jordan, T. H. & Chapman, C. H., 2000. Three-dimensional Fŕechet differential kernels for
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Chapter 5

Conclusion

In this thesis, I investigate the effects of lateral perturbations in anelasticity (Q) and wave speed

on surface wave travel times and amplitudes by wave propagation simulations using the Spectral

Element Method. Synthetic seismograms computed in earth models with and without 3-D wave

speed structures are measured to examine elastic effects, and seismograms computed in earth models

with and without 3-DQ structures are used to examine anelastic effects. By comparing phase delays

and amplitude perturbations caused by 3-D wave speed and 3-DQ structures, I quantify the relative

significance of wave speed andQ structures on surface-wave travel times and amplitudes.

Numerical experiments based on wave propagation in 3-D global models at teleseismic distance

show that anelastic dispersion effects on surface-wave phase delays caused by lateral perturbations

in anelasticity (Qµ) are significant. 3-D anelastic dispersion increases with wave period and can

account for 15-20% of observed phase delays at period range from 50 s to 200 s. Theeffects are

strongly frequency dependent as a result of local S-wave anelastic dispersion, frequency dependent

depth sensitivity of surface waves and 3-D distribution of perturbations inQ.

Calculations of surface-wave amplitude perturbations showthat wave attenuation caused by lateral
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perturbations inQ is only important at short-period (∼ 50 s), and becomes less significant at longer

period (> 100 s), while elastic focusing/defocusing effects caused by 3-D wave speed are domi-

nant effects in long-period surface waves. In the frameworkof ray theory, we decompose amplitude

perturbations into elastic focusing/defocusing, attenuation and anelastic focusing/defocusing. Ray-

theoretical calculations confirm elastic focusing is the dominant effect in surface wave amplitudes,

in addition, calculations show that anelastic focusing becomes more significant than attenuation in

long-period (∼ 200 s) surface waves. Anelastic focusing effects have been long ignored in global

tomography studies of 3-DQ structures and may result in biased tomographic models. Calculations

also show that if lateral heterogeneities in the mantle are purely thermal-induced, anelastic focus-

ing/defocusing will be positively correlated with elasticfocusing/defocusing.

The 3-DQ models used in this study are constructed from a global tomography wave speed

model S20RTS assuming lateral heterogeneities in the mantle are due to temperature perturbations.

The magnitude of theQ model is consistent with current tomography studies. Assuming current

tomography models are correct in order of magnitude, conclusions are applicable to wave propagation

in the Earth. Calculations using end member mineralogical parameters show that the effects on the

theoretical results are very limited.

I investigate finite frequency effects in 3-D earth models bycomparing surface-wave phase de-

lays and amplitude perturbations predicted using ray theory and finite frequency theory with those

measured from SEM synthetic seismograms. Finite frequencykernels are developed to account for

the dual dependence of surface-wave travel times and amplitudes on perturbations in wave speed and

anelasticity as well as effects of measurement techniques which can not be accounted for in ray the-

ory. Comparisons between ray-theoretical and kernel predictions show that finite frequency effects

are stronger in amplitudes than in phase delays, especiallyat long periods. Theoretical predictions are

compared with “ground-truth” measurements of synthetic seismograms from SEM simulations. Ray

theory works reasonably well in predicting amplitude perturbations for short-period surface waves
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but breaks down at longer periods. It is worth pointing out global model (e.g., S20RTS) used in this

dissertation are smooth and dominated by long wavelength structures. Finite frequency effects are

dependent upon path length as well as the length scale of heterogeneities in the earth model (Ch. 4,

Zhou, 2010). When heterogeneities become smaller than wavelength, finite frequency effects will

become more prominent than what have been shown in our numerical experiments.

In present-day tomography studies, surface-wave travel times have been used to invert for 3-D

wave speed models and amplitudes have been used to invert for3-DQ models. Consider that (1) 3-D

anelasticity can significantly affect traveltime through anelastic dispersion and (2) 3-D wave speed

structures can cause focusing/defocusing of amplitudes and it is difficult to separate the effects from

anelastic effects, it is necessary to fully take into account the dual dependence in tomography studies

and simultaneously invert surface-wave amplitude and phase delays for 3-D wave speed and 3-DQ

models. Finite frequency kernels introduced in Chapter 4 canbe used to simultaneously image 3-D

wave speed and 3-DQ models in Earth’s mantle.
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