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Sum of squares programs

* Problems of the type:

. : Linear objective and

Decision min/C

variables are the p affine constraints in
coefficients of s.t/A(p) =b the coefficients of p

the polynomial p p(x) sos (e.g., sum of coefs =1)

T

Sum of squares condition

Many applications for problems of this form
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Semidefinite programming formulation
Equivalent semidefinite
Sum of squares program: programming formulation:
min C(p) min C(p)
4 ) ,Q
S. t.ljél(p) =b S. tI?A(p) =b
p sos p =z(x)"Qz(x)
Q=0

Size of Q = (":l’d) X ("Zd)
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Alternatives to sum of squares: dsos and sdsos

Sum of squares (sos) ‘ p(x) = z(x)TQz(x),Q = 0 ‘ SDP ‘

PSD cone:={Q | Q > 0}

SDD cone := {Q | 3 diagonal D with D;; > 0s.t. DQD dd}

Dlagonjthlzacizgn;g::st)sum of p(x) = z(x)" Qz(x), Q diagonally dominant (dd) LP
SCZ"Ler: g:‘asgqounaarlg ((j:dr:(l)r;e)]nt p(x) = z(x)TQz(x), Q scaled diagonally dominant (sdd) SOCP

[Ahmadi, Majumdar]
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Alternatives to sum of squares: dsos and sdsos

min C(p) min C(p)
5.t A(p) = b 5.t.A(p) = b
P SOS p dsos/sdsos
b 127

—y
[}
T

Example:

For a parametric family of polynomials:
p(xq,x5) = 2x7 + 2x5 + axix, + (1 — a)xixs + bx x5

o A ra o ra = m m
T T T T T T T
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Alternatives to sum of squares: dsos and sdsos

* Example: Stabilizing the inverted N-link pendulum (2N states)

Fm o em em = [] [T TR -T T RT
&, irmcara}

(a) ;-6 subspace. (b) 95—5‘5 subspace.

Runtime: ROA volume ratio:

N #staes) | 4 | 6 g 10 2 T T 16 53 70 72 7N (staies) q 6 g 0 | 12

e e e e Pdsos/Pso: [ 0.38 [ 0451 0.13 | 0.12 [ 0.09
< ! 3 . 2. r . .14 40, J. T

SOS (SeDuMD) | = 1 | 3.97 | 1560 | 16075 | 236765 | o0 | oo ~ > = Psdsos/Paos | 0.88 | 0.84 | 0.81 | 0.79 | 0.79

SOS (MOSEK) | <1 [ 084 | 162 | 1491 | 15265 | oo

o = ES > [Ahmadi, Majumdar, Tedrake]
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Improvements on dsos and sdsos

Replacing sos polynomials by dsos/sdsos polynomials:
 +: fast bounds
e - : not always as good quality (compared to sos)

Iteratively construct a sequence of improving LP/SOCPs

Initialization: Start with the dsos/sdsos polynomials

U &

Method 2: Column Method 3:

¢

Method 1:

Cholesky change

: Generation r-s/dsos hierarchy
of basis
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Method 1: Cholesky change of basis (1/3)

p(x) = 2" (2)Qz(x) !
(1 =3 0 1 0 2) p(x) = 2" (z) (0
i 0

S =O

p(z) = z1—6xixe + 2213 + 62323 + 92323 — 623003 — 14212073 + 42123
9 0O -3 0 =6

+5z3 — Tx3z3 + 1623
0
0| Z2(x)
!
0O O 16 0 0 -4

_ dd in the “right basis”
Q= 1 =3 0 2 =1 2 >

0 0 0 -1 1 0 202 — 6125 + 27,73 + 203
\2 -6 4 2 0 5) Hz) = niy = 201
psd but not dd Ty — 373
I N Goal: iteratively improve on basis z(x).
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Method 1: Cholesky change of basis (2/3)
| mialze s

min C (p s.t.A(p) = b ‘ Replace: ‘ s.t.A(p) = b / basis
S. tA(p) =Db p = Z(X)TQZ(X), Uk = ChOZ(UIZ—lQ*Uk—l) P = Z(X)TU£QUkZ(X),
p sos Q dd/sdd Qdd/sdd
k=k+1

.
a1}
1

-
[}
T

One iteration of this method on a parametric
family of polynomials:

p(xy,x2)
= 2x{ + 2x5 + axix, + (1 — a)x?x5 + bx;x3

ER-;] . ] o Fa = o fu]
T T T T T T T




CDC 2017

-8 PRINCETON

UNIVERSITY

Method 1: Cholesky change of basis (3/3)

* Example: minimizing a degree-4 polynomial in 4 variables

optimal value

Lower bound on

-1

1A

2t

2h¢F

aF

-3atF

4+

-4.5

e 50505, | _
s [15 053,

10
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Method 2: Column generation (1/4)

* Focus on LP-based version of this method (SOCP is similar).

Sos problem G JE:EM Dsos problem Dsos problem

min C(p) with min C(p) min C(p)
s.t.A(p) = b ) s t . A(p) =b () s.t.A(p) =b
p sos p dsos p(x) = z(x)TQz(x),Q dd

Two different ways of characterizing Q dd:

| @ Qdde 3a; > 0st.Q =3, a;v;v7,
D Qdde Qu =310yl Vi where v; fixed vector with

at most two nonzero components = +1

[In collaboration with Sanjeeb Dash, IBM Research] 11
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Method 2: Column generation (2/4)

min C (p) Using @ min C (p)
s.t.A(p) = b S s.t.A(p) = b
p(x) = z(x)" Qz(x),Q dd

p(x) =2, a; (”iTZ(x))z,ai >0

Idea behind the algorithm:

Expand feasible space at each iteration by adding a new vector v and variable «

min C(p)
s.t. A(p) =b

p(x) = X;a; (V{Z(x))z +a (UTZ(x)) a,>0,a=>0

Question: How to pick v? Use the dual! .
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Method 2: Column generation (3/4)

PRIMAL

DUAL

SDP
A general SDP Dual of SDP
T :
35211%% by min tr(CX)
m S.t. tT'(AiX) = bi
S.t. C—ZylAl>0 X?O
i=1
LP obtained with inner
Dual of LP
approximation of PSD by DD Halo
T :
J%lag?% by min tr(CX)
m S.t. tT'(AiX) = bi
st €= Z Yidi =2 @i v Xv; 2 0 Pick vs.t. vT Xv < 0.
i=1
a; >0 13
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Method 2: Column Generation (4/4)

* Example 2: minimizing a degree-4 polynomial
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DSOS

DSOS,
Yo

bd

-10.96

-5.57
-3.26

t(s)

0.38

31.19
5.60

bd

-18.01

-9.02
-3.58

t(s)
0.74

471.39
82.22

bd

-26.45

-20.08
-3.71

t(s)
15.51

600
1068.66

bd

-36.52

-32.28
NA

t(s)
7.88

600
NA

bd

-62.30

-35.14
NA

t(s)
10.68

600
NA

14
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Method 3: r-s/dsos hierarchy (1/3)

* A polynomial p is r-dsos if p(x) (Zi xl-z)ris dsos.

* A polynomial p is r-sdsos if p(x) (Zi xl-z)ris sdsos.
Defines a hierarchy based on 7.

Theorem

Any positive definite form p for some r.
Proof: Follows from a result by Polya.

Proof of positivity using LP.

[Ahmadi, Majumdar]
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Method 3: r-s/dsos hierarchy (2/3)

* Example: certifying stability of a switched linear system xy .1 = Ay Xk
where Ay € {Ag, ., A}

Recall:

Theorem 2 [Parrilo, Jadbabaie]:
p(Aq, ..., A,) <1
=
3 a pd polynomial Lyapunov function V(x)
suchthat V(x) —V(4;x) > 0,Vx # 0.

Theorem 1: A switched linear

system is stable if and only if
p(A; ..., A) < 1.
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Method 3: r-s/dsos hierarchy (3/3)

Theorem: For nonnegative {A4, ..., Ay}, p(41, ..., 4,) <1 &
3 r € N and a polynomial Lyapunov function I/ (x) such that

V(x.?) r-dsosand V(x.? ) — V(4;x.% ) r-dsos.  (x)

Proof:
(&) (*)=>V(x)=0and V(x) —V(4;x) = 0 forany x = 0.

Combined to 4; = 0, this implies that trajectories of x,1 = Agsx)X) Starting
from xoy = 0 go to zero.

This can be extended to any x; by noting that x, = xg — x5, x¢, x5 = 0.
(=) From Theorem 2, and using Polya’s result as V (x.% ) and
V(x.?) —V(4;x.?) are even forms.
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* Can construct iterative inner approximations of the cone of nonnegative
polynomials using LPs and SOCPs.

* Presented three methods:

Cholesky change of basis

Column Generation

r-s/dsos hierarchies

Initialization

Method

Size of the LP/SOCPs obtained

Objective taken into consideration

Can beat the SOS bound

Initialize with dsos/sdsos polynomials

Rotate existing “atoms”
of the cone of
dsos/sdsos polynomials

Does not grow (but
possibly denser)
Yes

No

Add new atoms to the
extreme rays of the
cone of dsos/sdsos

polynomials

Grows slowly

Yes

No

Use multipliers to certify
nonnegativity of more
polynomials.

Grows quickly

No

Yes
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Thank you for listening

Questions?

Want to learn more?
http://scholar.princeton.edu/ghall/
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